


PROCEEDINGS OF THE 

 

FIFTH NATIONAL CONFERENCE ON 

RECENT TRENDS IN ADVANCED COMPUTING TECHNOLOGIES  

RTACT’21 

 
 
 
 
 
 

Editors  

Dr. S. V.Annlin Jeba 

Prof. Minu Lalitha Madhavu 

Prof. Gopu Darsan 

 

Organized by 

                                 

Department of Computer Science and Engineering 

Sree Buddha College of Engineering 

Pattoor P.O., Alappuzha - 690529, Kerala, India 

 



Title: Proceedings of the Fifth National Conference on Recent Trends in 

Advanced Computing Technologies  

 

Author’s Name: Prof. Minu Lalitha Madhavu 

 

Published By: Self Published 

 

Publisher’s Address: Sree Buddha College of Engineering, Pattoor P.O, 

Pandalam, Alappuzha, kerala, 690529 

 

Printer’s Details: Sree Buddha College of Engineering, Pattoor P.O, Pandalam, 

Alappuzha, kerala, 690529 

 

Edition Details: I 

 

ISBN: 978-93-5473-994-1 (e-book reader) 

 

Copyright ©Sree Buddha College of Engineering 

 

NOT FOR SALE 

 

Cover Design: Prof. Gopu Darsan 

 



 
 

                                                                                                          

Prof. K. Sasikumar 
Chairman 
Sree Buddha Group of Institutions 
Tel: 94473 33269 
Email:profsasikumark@gmail.com 

 
MESSAGE 

 
The 5

th
  Annual Conference Series of Sree Buddha College of Engineering , Pattoor 

was conducted  as an online event on 10th and 11th  June  2021. Under the SBCE Conference 

Series,  Department of Computer Science and Engineering hosted an Online National 

Conference on “Recent Trends in Advanced Computing Technologies- RTACT 2021” with 

subthemes relevant to recent advancements in the varied areas of computer science and 

engineering. 

I am glad to note that the technical papers which were presented in the RTACT 2021 

conferences by the academicians, researchers and students doing their research work in 

various areas of computer science and engineering are now published as an e-book with 

ISBN No 978-93-5473-994-1. I appreciate the organizers for their effort and hope that the 

papers in this volume would be useful as reference material for the interested researchers and 

students. 

 

 

 

 

Prof. K. Sasikumar 
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Dr. K. Krishna Kumar 
Principal 
Sree Buddha College of Engineering 
Pattoor P.O., Alappuzha, Kerala. 
Tel: 91 79076 97944 
Email: Kkk@cet.ac.in 

FOREWORD 

 
Sree Buddha College of Engineering (SBCE), Pattoor has been organizing Annual 

Conference Series from the year 2017 to provide a common forum for the academicians, 

researchers, industrial experts and students from the fields of Engineering and Technology to 

present their research outcomes, discuss recent advancements in respective fields and to 

explore future research avenues. The fifth Annual Conference Series was conducted as an 

online event on 10th and 11th  June 2021. The Conference Series was inaugurated on 10th June in 

online mode. Dr. Amares Singh, Professor, SEGI University, Malaysia was the Chief Guest 

and Keynote Speaker of the function. A total of about 200 technical papers selected based on 

the review of received papers were presented in the six conferences by the authors which 

included  industrialists, researchers, academicians and students from various engineering 

colleges in India.  

Department of Computer Science and Engineering hosted an Online National 

Conference on “Recent Trends in Advanced Computing Technologies- RTACT 2021” with 

subthemes relevant to recent advancements in the various areas of computer science and 

engineering. The online conference RTACT’21 covered two days and included streams of up 

to three parallel sessions. The program was further enriched by the keynote presentation 

offered by Dr. Ragesh N.K, Practice Head, Cyber Security, Tata Elxsi , Technopark which 

addressed  topics in Recent Advancements in the area of Computer Science.  

I am happy that the technical papers which were presented in the RTACT 2021 

conference are now published as an e-book with ISBN No 978-93-5473-994-1. I appreciate 

the valuable effort of the organizing team and earnestly hope that the proceedings will be 

useful for researchers, teachers, students and all those interested in the topics. I am glad to 

present this volume to the scientific community. 

Dr.K.Krishakumar 
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REPORT OF THE CONFERENCE  

ONLINE NATIONAL CONFERENCE ON “RECENT TRENDS IN ADVANCED 

COMPUTING TECHNOLOGIES”- RTACT’21 

The 5
th

 Annual Conference Series of Sree Buddha College of Engineering, Pattoor was 

conducted as an online event on 10th and 11th  June  2021.  Aim of the conference series was to 

bring together innovative academicians, researchers and industrial experts in the field of 

Engineering and Technology in a common forum to present research findings, discuss the 

recent advancements and to explore the future directions in the emerging areas. Under the 

SBCE Conference Series, Department of Computer Science and Engineering hosted an 

Online National Conference on “Recent Trends in Advanced Computing Technologies- 

RTACT 2021” with subthemes relevant to recent advancements in the varied areas of 

computer science and engineering. 

RTACT’21 THEME 

RTACT’ 21 was the fifth annual Conference Series organized by the Department of 

Computer Science and Engineering of Sree Buddha College of Engineering. Aim of the 

conference was to bring young researchers in the field of Computer Science and Engineering 

to present their research findings and discuss the recent advancements in various areas of 

Computer Scince and Engineering such as Artificial Intelligence and Machine Learning,Data 

Mining and Big Data Analytics,Computer Vision and Digital Image Processing, Neural 

Networks and Deep Learning, Advanced Wireless Technologies and to explore the future 

directions in the emerging areas. 

 

COMMITTEE OF RTACT’21 

National Advisory Committee  
 

Dr.R Rajesh  

Central University of Kerala, Kasragode 
 

Dr.M. Abdul Rahiman 
Director, LBS-TVM 

Dr Govinda K, Associate Professor, VIT Velloor 

Dr. Ragesh N K, Senior Specialist, Tata Elxsi, Trivandrum 

Dr J Satheesh Kumar, Bharathiyar University,  

Coimbatore 

 

Organizing Chair 

 

Dr.S.V.AnnlinJeba, HoD, CSE 
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Organizing Secretary 
 

Prof. Minu Lalitha Madhav,  

Asst.Prof, CSE  

Coordinators 

Prof. GopuDarsan 

Asst.Prof, CSE 

Last date for abstract submission was 5
th

 June 2021 and we had selected 35 papers for 

evaluation.  The papers were presented on 10
th

 and 11
th

 June 2021.The online presentation 

was conducted through Google Meet. The online conference RTACT’21 covered two days 

and included streams of up to three parallel sessions. The program was further enriched by 

the keynote presentation offered by Dr. Ragesh N.K, Practice Head, Cyber Security , Tata 

Elxsi , Technopark which addressed  topics in Recent Advancements in the area of Computer 

Science.  

Three panels were formed for the evaluation. Panel I was chaired by Dr. Anil A.R , Associate 

Professor, Department of Computer Science and Engineering, SBCE Pattor with Prof. 

Lakshmi .S as Panel Member and Prof. Minu Lalitha Madhavu as Moderator. Panel II was 

Chaired by Prof. Supriyal L.P , Asst. Professor, Department of Computer Science And 

Engineering, SBCE,Pattoor with Prof. Dhanya Sreedharan as Panel member and Prof. Gopu 

Darsan as Moderator. Panel III was Chaired by Dr S V Annlin Jeba , Assoc. Professor and 

HOD, Department of Computer Science And Engineering, SBCE,Pattoor with Prof. Reeba.R 

as Panel member and Prof. Soumya Murali as Moderator.  

The Paper entitled “Smart Farming Monitoring System” by Abdhul Azeez P.S,Amala 

Augustine,Ivy Rose Seban,Alphonse Treessa Jacob , Students of Amal Jyothi College of 

Engineering, Kanjirappally, Kottayam  secured Best Paper Award under stream I. 

The paper entitled  ” Detection of Cyberbullying using Deep Learning” authored by  Jobiya C 

Johnson, Merin Mathew, Anoop s nair,Vignesh SN , Prof. Lakshmi S , Students of Sree 

Buddha College of  Engineering , Pattoor secured the Best Paper Award  under stream II. 

The paper entitled  ” BOBtheBOT: An Intelligent Chatbot to Detect Mental  Illness by 

Recognizing Emotion Through Text” authored by  Vishnu B Dev, Ashwin, Vidya Prasannan, 

Megha P S, Prof. Lakshmi S , Students of Sree Buddha College of  Engineering , Pattoor 

secured the Best Paper Award  under stream III. 

A valedictory function was conducted online on 11
th

 June 2021 at 3.00 pm with all 

participants, and faculties. Dr S.V Annlin Jeba delivered the valedictory note .All Panel 

Chairs delivered felicitations and Ms. Minu Lalitha Madhavu, Organizing Secretary, 
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announced the Best Paper Awards. Ms Lakshmi S, Asst Prof, Department of CSE was the 

host of the function and we had successfully competed RTACT fifth series. 

         

 

         

 

 

Screenshot of online event 
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Abstract— The population-based algorithms especially swarm 

intelligence, may be concluded as some kind of general problem 

solvers, because they are applicable for all classes of optimization 

problems. Swarm Intelligence Based BAT algorithms are energy 

less processes and suffers from lack of self adaptiviness and 

parallel processing capabilities. The focus on issues like energy 

overhead in terms of computation time to find relevant features, is 

the critical issue addressed in this innovated implementation.  So 

a self-adaptive parallel processing strategy with energy efficiency 

is proposed which optimizes the existing BAT algorithm. To 

handle complex batch process loops within BAT algorithms, a 

fitness based task parallelism is implemented to get the most 

benefit in terms of scalability and energy efficiency. The Task 

Parallelism is modeled here by accessing the number of threads to 

be created based on the number of swarms to be created. An 

algorithm for creating the tasks and assigning those to processor 

threads are used. The termination and executions are based on a 

fitness evaluation criteria, with which the necessary feature will be 

traced out. 

 

Index Terms—Self-Adaptive, Feature Selection, Energy 

Efficient, Optimization, BAT Algorithm. 

 

I. INTRODUCTION 

he standard bat algorithm, developed by Xin-SheYang in 

2010, was based on the echolocation or bio-sonar 

characteristics of micro bats (Yang, 2010). Before we outline 

the details of the algorithm, let us briefly introduce the 

echolocation.3.1 Echolocation of Micro bats There are about 

1000 different species of bats (Colin,2000). Their sizes can vary 
widely, ranging from the tiny bumble bee bats of about 1.5 to 2 

grams to the giant bats with a wingspan of about 2 m and may 

weigh up to about 1 kg. Most bats uses echolocation to a certain 

degree; among all the species, micro bats use echolocation 

extensively, while mega bats do not. Micro bats typically use a 

type of sonar, called, echolocation, to detect prey, avoid 

obstacles, and locate their roosting crevices in the dark. They 

can emit a very loud sound pulse and listen for the echo that 

bounces back from the surrounding objects (Richardson, 

2008).Their pulses vary in properties and can be correlated with 

their hunting strategies, depending on the species. Most bats use 

short, frequency-modulated signals to sweep through about an 

octave, and each pulse lasts a few thousandths of a second (up 

to about 8 to 10 ms) in the frequency range of 25 kHz to 150 

 
 

kHz. Typically, micro bats can emit about 10 to 20 such sound 

bursts every second, and the rate of pulse emission can besped 

up to about 200 pulses per second when homing on their prey. 

Since the speed of sound in air is about = 340 m/s, the 

wavelength λ of the ultrasonic sound bursts with a constant 

frequency f is given by λ = v/which is in the range of 2mm to 

14mm for the typical frequency range from 25kHz to 150 kHz. 

Interestingly, these wavelengths are in the same order of their 

prey sizes. Though in reality micro bats can also use time delay 

between their ears and loudness variations to sense three-

dimensional surroundings, we are mainly interested in some 

features of echolocation so that we can some link them with the 

objective function of an optimization problem, which makes it 

possible to formulate a smart, bat algorithm. 

II. LITERATURE REVIEW 

The standard bat algorithm has many advantages, and one of 

the key advantages is that it can provide very quick convergence 

at a very initial stage by switching from exploration to 

exploitation. This makes it an efficient algorithm for 
applications such as classifications and others when a quick 

solution is needed. However, if we allow the algorithm to 

switch to exploitation stage too quickly by varying A and r too 

quickly, it may lead to stagnation after some initial stage. In 

order to improve the performance, many methods and strategies 

have been attempted to increase the diversity of the solution and 

thus to enhance the performance, which produced a few good 

and efficient variants of bat algorithm. From a quick literature 

survey, we found the following bat algorithm variants: 

i. Fuzzy Logic Bat Algorithm (FLBA): Khan et 

al.(2011) presented a variant by introducing fuzzy 

logic into the bat algorithm, they called their variant 

fuzzy bat algorithm.• 
ii. Multi objective bat algorithm (MOBA): Yang(2011a) 

extended BA to deal with multi objective 

optimization, which has demonstrated its effectiveness 
for solving a few design benchmarks in engineering. 

iii. K-Means Bat Algorithm (KMBA): Komarasamy and 

Wahi (2012) presented a combination of K-means and 

bat algorithm (KMBA) for efficient clustering. 

iv. Chaotic Bat Algorithm (CBA): Lin et al. 

(2012)presented a chaotic bat algorithm using L´evy 

flights and chaotic maps to carry out parameter 
estimation in dynamic biological systems. 

A Novel Self-Adaptive Energy Efficient BAT 
Algorithm for Optimal Feature Selection  

Geethu M Suresh, Asst.Professor, Carmel College of Engineering and Technology, Kerala, India. 

Prof.Minu Lalitha Madhav, Asst.Professor, Dept. of Computer Science, Sree Buddha College of 
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v. Binary bat algorithm (BBA): Nakamura et al.(2012) 

developed a discrete version of bat algorithm to solve 

classifications and feature selection problems. 

vi. Differential Operator and L´evy flights Bat Algorithm 

(DLBA): Xie et al. (2013) presented a variant of bat 

algorithm using differential operator and L´evy flights 
to solve function optimization problems. 

vii. Improved bat algorithm (IBA): Jamil et al.(2013) 

extended the bat algorithm with a good combination 

of L´evy flights and subtle variations of loudness and 

pulse emission rates. They tested the IBA versus over 

70 different test functions and proved to be very 

efficient 

III. SELF-ADAPTIVE ENERGY EFFICIENT BAT ALGORITHM FOR 

FEATURE SELECTION. 

BAT Algorithm is based on the echolocation property of bats 

with reference to the property of loudness and emission. Each bat 

moves with a velocity Vi position (solution) xi with a frequency 

[fmin, fmax] or wavelength [λmin, λmax] and loudness Ai, pulse 
rate ri .The range of loudness varies between finite (positive) A0 

to a minimum positive finite value Amin. As it searches and finds 

its prey. Once prey is found it changes frequency, loudness and 

pulse emission rate where ri∈ [0, 1]. Search is intensified by a 

local random walk. Selection of the best bat continues until 

predefined stopping conditions are met. The parameters used in 

the BAT Algorithm are Frequency, Velocity, Bat Position, 

Loudness, Pulse Emission and Fitness Function. 

The self-adaptive energy efficient BAT algorithm (EEBAT) 

consists of the following steps. i. Initialization. ii. Parallel 

Processing. iii. Evaluation of the Optimal Solution. iv. 

Replacement. In the first step of EE-BAT the various control 

parameters like frequency, velocity and loudness are initialized.. 

Also the best solution is initialized to null. The swarm division 

process is an iterative process. It begins by dividing the entire 

swarms into smaller groups by dividing into smaller subgroups 

using K- means Clustering algorithm. Those individuals having 

similar fitness will be in the same subgroup. The local search for 

the best individual will be performed in two stages. In the first 

stage each members of the group will learn only from their local 

minima. The position will be updated by changing the velocities. 

And this process is generally based on the previous knowledge 

and the current local minima. 

In the second stage the local minima with higher fitness values 

will be selected and these will be moving towards the global 

optima. This process however continues by learning from the 

higher level and achieves better positions. After each iteration the 

bats will achieve a better position. 

The iterative steps of the swarm division process is performed 

using Task Parallel Library. It is a library in .Net to implement 

task parallelism and enable concurrency. The task is heart of the 

library. A task can be defined as a process in execution or a 

process that is ready to run. Implementing tasks using TPL 

improves the efficiency of the code to a great extent. The library 

optimizes the number of threads required to process the parallel 

threads and evaluates the number of available process and 

schedules them efficiently. There is a thread pool in the library 

which enables a queuing mechanism for allocating the tasks 

among the available thread pool. When a process creates a new 

task this task will be attached to a global queue and when a thread 

becomes available it will be deleted from the queue and it will be 

processed by the available thread. 

In the task Parallel model, the relationships between tasks are 

used to implement the adjacentness with in or to reduce 

computation costs. This Task parallel model is typically 

employed to solve the issues associated with the amount of data 

and iterations used in conventional feature selection models. 

Here tasks are created based on the swarm iterations to help 

optimize the cost of data movement among tasks. The task 

processing is shared with commonly addressable space. The 

fitness value and computational parameters are shared in this 

work space. The mechanisms for releasing the address space after 

thread terminations are also implemented. Global cache registers 

are released every time the whole thread is released. The volume 

and frequency of interactions are automatically being monitored 

in the Task Parallel Library included. The Scheduling of Tasks 

upon Processors is based on the is based on the Task Switching 

Routines In task parallelism, each task will be running in on 1 or 

P processors, the machine switching between task and data 

parallelism as needed. For balanced Bat implementation, the task 

parallelism down to some level in the bat sequence is selected. 

This switch will occur no later than level logd P, since at this level 

there will be a frontier of P identical tasks, one for each processor 

to work at unit efficiency. A segment of a task can be divided into 

a number n of parallel sections with a duration tp, then execution 

time will be determined by the longest stretch system costs plus 

time for the organization of parallelism. Acceleration coefficient 

(speed) at the parallel execution of this task is:  

Where: S is the percentage of the work that cannot be 

parallelized; n is number of processors. 

Typical interaction-reducing techniques applicable to this model 

include reducing the volume and frequency of interaction by 

promoting locality while mapping the tasks based on the 

interaction pattern of tasks, and using asynchronous interaction 

methods to overlap the interaction with computation. The 

Parallel.Do method is a method defined in TPL that takes two or 

more delegates as arguments and potentially executes them in 

parallel. The two stages defined in the swarm division process 

can be executed as two delegates and execute them in parallel. 

When the function is invoked more parallel tasks will be 

generated as the number of subgroups in swarm division 

increases. TPL will check for the available number of threads and 

the library will execute the tasks parallel based on the available 

number of free threads. 

IV. EVALUATION RESULTS 

For the experiment five datasets were considered, WQ, NSL 

KDD, Vote, Heart, and Mushroom. The Water Quality dataset 

(Dzeroski et al. 2000) has 14 target attributes that refer to the 
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relative representation of plant and animal species in Slovenian 

rivers and 16 input attributes that refer to physical and chemical 

water quality parameters. NSL KDD contains 43 features per 

record, with 41 of the features referring to the traffic input itself 

and the last two are labels (whether it is a normal or attack) and 

Score (the severity of the traffic input itself). Vote dataset 

represents votes for each of the U.S. House of Representative’s 
congressmen with the class label democrat and republican. 

Heart is a binary class data that contains 76 attributes although 

all the published experiments reference to using only 14 of the 

original attributes. This data has been used to predict heart 

diseases, whereby the class label of zero and one refers to the 

absence or existence of heart disease in the patient. Mushroom 

dataset includes descriptions of hypothetical samples 

corresponding to 23 species of gilled mushrooms in the 

Agaricus and Lepiota Family. Each species is identified as 

definitely edible, definitely poisonous, or of unknown edibility 

and not recommended. 

 

Dataset Number 

of 

Features 

Number of 

Selected 

Features in 

SBAT 

Number of 

Selected 

Features in  

EEBAT 

WQ 38 13 5 

NSL KDD 42 19 7 

VOTE 16 5 3 

HEART 13 6 4 

MUSHROOM 22 11 5 

Table 1. Number of Features Selected from Different Datasets 

 

It is evident from the result of this evaluation that our 

proposed algorithm performs more efficiently than the SBAT 

[13] when the data size increases. That is when the number of 

swarms increases the performance of the SBAT[13] degrades. 

This is rectified by our approach. Our algorithm performs 

efficiently as the number of instances increases. The evaluation 

results are also plotted graphically in Fig 1. 

 
Fig 1. Accuracy of EEBAT over SBAT 

The results show that our proposed approach EEBAT shows 

more accuracy, precision and recall than the SBAT [13]. The 

evaluation of the fitness function reveals that unlike other 

approaches our proposed algorithm converges faster than at 

approximately 40 iterations with a gentle slope. It obtains a 

higher fitness value after convergence and remains constant. It 

also proves that the improvement of SBAT prevent the 

individuals from getting trapped into local minima and search 

for a better solution. The proposed approach lowers the time 

complexity. 

CONCLUSION 

The goal of the work was to propose an optimal swarm based 

BAT algorithm which selects the relevant features in a smaller 

interval of time. Our aim was successful with the development 

of our novel self-adaptive energy efficient BAT algorithm. Our 

technique was examined and compared with the existing swarm 

based BAT algorithm. The result proved that the proposed 

technique has better accuracy, precision and also less time 

overhead than swarm based BAT. 
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Abstract—Educational institutions face several challenges 

while selecting the appropriate candidates during their 

admission process. Each university should strive for a valid and 

reliable admission criterion that select the most relevant 

candidates who likely to perform well academically. Several key 

factors affect student academic performance. This study focuses 

on finding out the most relevant attributes and features that 

affect the performance of students and thereby helping 

universities in admission decision making. The proposed model 

consists of two different modules a Hybrid regression module 

and a Deep learning module. The hybrid regression module is 

used to extract the hidden patterns and relevant features from a 

huge educational database. Lasso Linear Regression, 

Collaborative Filtering, and Fuzzy Set Rules constitute the 

Hybrid regression module. The Deep Learning model predicts 

the future academic performance of the students and it consists 

of Deep Auto Encoder and K-means Clustering. The Deep Auto 

Encoder is used here for dimensionality reduction and key 

feature selection from a huge dataset. K-means algorithm is 

used for predicting the future academic performance of the 

students and to predict at-risk students before admitting them 

to the university. A semi supervised learning approach is used 

here which utilizes the features of both supervised and 

unsupervised learning methods. This study also focuses on 

finding out the socio-economic and personal factors that affect 

student performance such as their family background, student 

social information and student demographic details. 

Keywords—Educational Data Mining, Machine Learning, 

Deep Learning, Student Performance Prediction. 

I. INTRODUCTION  

Education is the bedrock of national integration and 
development. So, quality education and skillful students are 
the prime factors that influence national growth. Through the 
years so many studies were conducted to improve the quality 
of education delivered by higher educational institutions. The 
admission mechanism is one of the complicated tasks faced 
by the universities. The main challenge faced by them is to 
find out whether the student is skilled for taking the particular 
course or not. Many universities in the world are using 
conventional statistical methods for predicting students’ 
future performance. So, they face several challenges when 

analyzing their huge educational databases. Here comes the 
role of Educational Data Mining (EDM) which is the most 
popular technique used to extract hidden patterns and relevant 
information from a huge educational database. These 

extracted features can be then used for prediction. 
Educational Data Mining is the knowledge discovery in 
educational databases to solve educational problems. 
Predictive Analytics mainly deals with predicting student 
performance utilizing attributes and prediction methods. 
This study is based on deep learning techniques and uses 
student academic details along with their family background, 
demographics, and social network interactions. It includes the 
use of the technology interaction process, class 
characteristics, and student characteristics. It also focuses on 
combining Learning Analytics (LA) and Predictive Analysis 
(PA). The objectives of this study are 

• To find out the benefits of the semi-supervised 
learning technique over the conventional 
supervised learning method. 

• To find out the impact of clustering over-
classification in predictive analysis 

• To pinpoint the multiple influential factors 
impacting student performance 

• To check the efficiency of the hybrid regression 
model in predicting accurate results 

• To prove the efficiency of deep autoencoder in 
feature selection and dimensionality reduction from 
educational data sets. 

• To find out the at-risk students very early and to 
build a strategic plan to improve their academic 
performance 

A hybrid regression model is used in this study to overcome 
the limitations of single baseline models used in most of the 
studies conducted in this field. It consists of three 
dynamically weighted techniques such as collaborative 
filtering, lasso linear regression, and fuzzy set rules for 
finding out the most influential factors from the dataset. The 
prediction model consists of k-means clustering along with 
deep autoencoders. Deep auto encoders are used here for 
dimensionality reduction and to filter out the redundant 
features.it compresses data and then recreates a new 
representation of the original data’s input. K-means 
clustering predicts the future student performance by 
assigning data points to k-groups. 
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The underused metrics such as non-academic attributes is 
one of the focus of this study. The performance evaluation 
of the hybrid regression model can be done using Root Mean 
Square Error (RMSE). Deep autoencoders can be evaluated 
by means of precision and accuracy and k-means through the 
number of iterations and sum squared errors. 
The rest of this paper is organized as follows section 2 we 
introduce some topics related to our model. The proposed 
architecture and detailed description of the mode is given in 
section 3. Section 4 outlines our conclusion. 

 

II. RELATED WORKS AND RESEARCH GAPS 

. 

 The quality and reputation of all higher educational 
institutions directly depends up on their student’s 
performance. Educational data mining is currently the most 
commonly used technique by researchers to evaluate and 
predict student performance due to its significance in decision 
making[1]. For predicting student performance, the main 
factors to be considered are attributes and prediction 
methods. Several studies find out the relationship between the 
admission criteria scores and the graduation grades[2]. Pre-
admission scores alone are insufficient for predicting 
graduation result of the student but may serve as a useful 
guide.one of the study showed that ethnic background of the 
student is statically insignificant in predicting their 
performance. The term time employment and family size had 
an adverse impact on academic performance[3]. Personal 
background played the most vital role in student performance 
prediction. A study focused on learning analytics used a 
combination of an online learning environment and an online 
practice environment with classroom teaching calculate 
performance prediction based on learning grades in quizzes 
and home works[4][1]. Focusing on course specific data 
improves the accuracy of grade prediction [grade prediction]. 
Prior courses can provide students with knowledge for future 
courses, so that grades of the prior courses can be used to 
predict grades in future course[5]. 
Another study states that the student performance is the 
reflection of the level of educational institutions. The total 
CGPA score alone can’t be considered as a parameter to 
assess student growth and gender doesn’t reflect student 
performance[6]. The socio demographic information, socio 
economic status, high school background, enrolment average 
grade, high school final grade etc are considered for 
prediction in a study. A segmentation framework is proposed 
to classify the at-risk students[7]. There are many factors that 
could affect student performance, one of the researches has 
shown that historical grades, student activities on learning 
platforms, student demographics information and student 
profile significantly affects the student performance. 
All these studies enforce that student performance prediction 
using educational data mining helps to decrease the failure 
rate by predicting at-risk students and by reducing the 
dropout tendencies. There are several critical factors that 
affect the student’s academic performance one is the CGPA 
of previous course[1] and several socio-economic factors as 
well as personal factors of the student. Throughout the 
literature either students’ pre-admission record or personal 

attributes are used for prediction, but the combination of both 
are not used. 
The prediction models developed in most of the literatures are 
based traditional regression and classification techniques. 
Most of them are based on supervised learning technique. The 
most common statistical and machine learning algorithms 
used in prediction are Linear regression, Principal 
Component Analysis (PCA), Linear Discriminant Analysis 
(LDA), Multiple Linear Regression (MLR), Multi-Layer 
Perceptron (MLP)- Artificial Neural Network (ANN), 
Support Vector Machine (SVM), Decision trees, Naïve Bayes 
etc. ANN outperformed all other classification techniques in 
most of the studies[1][8] . PCA along with MLR proved to 
improve the predictive accuracy of the model[4]. 
For predicting continuous values or features combining two 
or more regression techniques can improve the prediction 
accuracy. The hybrid regression model used in the 
study[9]showed considerable improvement compared to 
single baseline models and demonstrated the practicality of 
the proposed approach in pinpointing multiple factors 
impacting student performance. Deep learning approaches 
have found unprecedented success in a myriad of applications 
involving regular structured data such as images(grids) and 
text(sequences)[5]. 
To the best of our knowledge this is the first study which uses 
semi supervised learning method based on deep learning, 
clustering and uses student academic details along with their 
personal attributes for university’s admission management 
system. A few studies used deep learning strategies for 
student performance prediction[5][10][11]. It used Recurrent 
Neural Network and Multi-Layer Perceptron for grade 
prediction under a course specific framework. Most of the 
studies used small dataset for prediction[8][12][3][13]. Deep 
autoencoders are used in literatures in the field of image 

processing and computer vision[11]. 
 

III. PROPOSED ARCHITECTURE AND DESCRIPTION 

The proposed model is based on predicting student 
performance using hybrid regression and k-means clustering 
using deep auto encoders. It is a semi supervised learning 
approach and occurs when only part of the given input data 
has been labelled. Unsupervised and semi-supervised 
learning are the more appealing alternatives of supervised 
learning as it can be time consuming and costly to rely on 
domain expertise to label data appropriately for supervised 
learning. Semi-supervised learning is an approach to machine 
learning that uses a combination of a small amount of labelled 
data with a large amount of unlabeled data during training. 
Semi-supervised learning has the properties of both 
unsupervised learning (with unlabeled data) and supervised 
learning (with labelled data). It occurs when part of the given 
input data has been labelled. It is a special instance of weak 
supervision. Learning accuracy can be considerably 
improved by joining large amount of unlabeled data with a 
small labelled dataset. The acquisition of labelled data for a 
learning problem often requires a skilled human agent or a 
physical experiment. Supervised learning is time consuming 
and quite expensive to train datasets. The appealing 
alternatives are unsupervised and semi supervised learning 
methods. 
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This study can be mainly divided into three parts. The first 
part of the study is aimed to find out the efficiency of a hybrid 
regression model in improving the predictive accuracy of the 
model. The main objective of the hybrid regression model is 
to pinpoint the multiple factors impacting student 
performance. The second part is the deep autoencoder which 
is used for dimensionality reduction and to recreate a new 
representation of the original data’s input. The third part is a 
k-means clustering model to cluster dataset into groups based 
on similarity and dissimilarity. 

 
Fig .1. Proposed system architecture 

 

A. HYBRID REGRESSION MODEL 

It is a supervised learning model which uses a training set to 
teach models to yield the desired output. The training dataset 
consist of inputs and the desired outputs, which allows the 
model to learn overtime. The hybrid regression model 
consists of three learning models namely Lasso Linear 
Regression, collaborative filtering and fuzzy rule-based 
model. 

 

a)Lasso Linear Regression 

It is a statistical method which is an optimized type of linear 
regression also called regularized linear regression. It uses a 
regularization parameter that can be multiplied by the 
summation of absolute value of weights and get added to the 
loss function. It is used in data analysis to perform both 
variable selection and regularization to improve the 
prediction accuracy and interpretability of the model. It can 
enhance the overall accuracy of the regression model in two 
ways. 

i. It uses a feature selection latently, which 
removes irrelevant features. 

ii. It estimates sparse coefficient by adding a loss 
function as a regularizer. 

In this study lasso linear regression is used to avoid irrelevant 
features as well as data outlier subsets because a greater 

number of features are used for predicting student 
performance. 

b)Collaborative Filtering 

Collaborative Filtering predicts student performance by 
discovering the hidden patterns in the historical student-
course relations in a neighborhood-based approach. It is a 
paramount approach used for recommender systems based 
principally on the overall past relationships between students 
and their studied courses. Matrix factorization is used along 
with collaborative filtering for scalability, performance and 
accurate predictions. Non-negative matrix factorization 
technique can be used for regression prediction. 

 

c)Fuzzy Rule Based model 

It is an expert system with more rules and fuzzy membership 
operations that is beyond the classical Boolean logic. It 
consists of two main components 

i. A knowledge base represented as if…then rules 
ii. An inference methodology for reasoning 

Fuzzy model focuses on predicting student grades by 
analysing their past studied courses individually. In this study 
we use fuzzy rule-based model for predicting the highest 
overall grade obtained by the student based on course 
difficulty level by training model with course difficulty level. 

 

The second part of the study consists of a deep 
autoencoder which is used to extract the most relevant features 
from the set of features extracted from the hybrid regression 
model. 

B. DEEP AUTO-ENCODER 

It is an unsupervised learning method uses back propagation 
to learn patterns from the given data set. In this study deep 
autoencoder is used for dimensionality reduction that is to 
compress data and then recreate a new representation of the 
original data’s input. Deep learning approaches have made 
unprecedented success in a myriad of applications involving 
regular structured data such as images and texts. The essence 
of deep auto encoder is its ability to learn and it is recognized 
by many researchers. There are numerous layers associated 
with deep autoencoders they are input layer output layer and 
the hidden layer. Hidden layer specifically acts as a 
bottleneck to compress the input layer prior to reconstructing 
with the output layer, there are two stages 

i. Stage from the input to the hidden layer:   
Encoding 

ii. Stage from the hidden layer to the output: 
Decoding 

This kind of processing can effectively reduce the number of 
parameters in the encoding and decoding stages in the 
network. 
The third part of the study consists of a prediction model 
which is used for predicting student performance and to 
thereby identifying the at-risk students. K-means clustering 
is used here for student performance prediction. 
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C. K-MEANS CLUSTERING 

Clustering is a useful tool in data science and machine 
learning. It is a method for finding a cluster structure in 
dataset that is characterized by the greatest similarity within 
the same cluster and the greatest dissimilarity between 
different clusters. The k-means is a well-known clustering 
algorithm in which data points are assigned into k-groups 
where ‘k’ represents the number of clusters based on the 
distance from each group’s centroid. Here k-means is used 
for clustering students based on their performance prediction 
to reduce the dropout tendencies and failure rate. 
 

IV. CONCLUSION 

The aim of this study is to help universities in their admission 
decision making by predicting students’ future academic 
performance before admitting them to the universities. A 
prediction model is proposed using a hybrid regression model 
along with deep autoencoders and k-means clustering based 
on a deep learning approach. Based on the literature survey 
we hope that our proposed model will be successful when 
implemented. 
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Abstract—In the modern society, there is an ever-increasing
number of vehicles. This is leading to problems such as large
urban parking lots becoming inefficient, increasing difficulty to
find open spaces in busy parking lots, as well as the increasing
need to devote larger areas of land for additional parking
spaces.For resolving these issues we propose a parking
management application : “Parking Wallet”.It is a android
based application with multiple user services are provided
regarding parking.

I . INTRODUCTION

Today car parking is a major issue in cities due to rising
in the number of personal vehicles over the years and it is
expected to rise even more in the next coming years. This
project develops an online system to manage parking and
provide the facility to take an online reservation in the
parking centers. The purpose of this project is to track and
manage the occupancy of car parking in the parking centers.
• The conventional parking system requires the driver to
queue at the boom gate while waiting for the ticket which
will be available when there is an empty parking space. •
The driver also needs to search the parking lot by
themselves. This will bring difficulties in searching the
available parking lot which leads to time and fuel wasting
especially while idling or driving around parking lots that
lead to more carbon dioxide (CO2) emission being
produced. • Now we are going to introduce an online system
for the parking centers.It helps us to improve the customer
satisfaction as well as a great deal of traffic congestion in
cities generally is caused by drivers looking for parking
spots.

II. LITERATURE REVIEW

Considering the growing requirement of a smart parking
system, different parking systems have been presented in the
past. Several researchers have designed and enhanced smart
parking systems to make them efficient and reliable so that
people can easily locate an ideal parking lot according to
their requirements. Various approaches and techniques have
been deployed in the past years with different outcomes.
Propositioned an intelligent parking system that lets users
reserve parking for cars and directs them to the free parking
for cars simultaneously. The given solution not only assists
in a significant reduction in traffic arising due to parking
space search but also improves the occupancy by easily

managing the space for parking, an expensive resource in
large cities

Alkharabsheh [1] has introduced an intelligent
cooperative parking system based on multi-agents. The
given solution chiefly consisted of a multi-agent approach
combined with hardware elements like IR sensor nodes to
detect the parking slot status and accordingly transmit the
information to Arduino. A device called gateway can be
used to gather the status from the sensors wirelessly. The
system of agents will be used to assess the information
collected, and then send the drivers the relevant results in
real time through the Internet. This solution can be used to
solve many issues like the cost of petrol, car accidents, and
traffic management. The outcomes demonstrate the
practicality of the proposed solution, which also achieved
excellent results.

Mendiratta et al. [2] put forward a mechanism for the
detection of car parking space with the help of an ultrasonic
sensor, combined with the concept of the Internet of Things.
It was achieved by transmitting the parking slot status to the
Internet. This technique sends the data from the ultrasonic
sensor via Wi-Fi in which the IoT platform is also involved.
The problem in that system was that the ultrasonic sensor
was getting rust on its surface. That led the system to
misbehave.

Caballero-Gil et al. [3] also used IoT for smart
parking guidance systems. Their solution includes a central
system to estimate available indoor parking areas, and an
inexpensive smartphone application to get data of predicted
and actual parking occupancy. This scheme utilizes data
from each of the two sources directionally in order that the
central forecast system is provided with data acquired from
the distributed system which is based on smartphones, and
the other way around. The mobile application employs
various wireless technologies to supply the estimation
system with real-time parking data and obtain useful
suggestions from the system regarding the parking space.

III .  METHODOLOGY

Basically this system is a combination of smart parking,
smart reservation and management system with the android
application. Idea behind Slot Allocation: In this method
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latitude and longitude are used for smart parking and the
functions are as follows:

1.Initially, the Latitude and Longitude of the center of
the slot will be stored in the database.

2.For User side, slot selection is made from the mobile
application.

3.The user will have to reach the parking lot in 30
minutes. After reaching in the parking, the user will go to
his booked slot and press a button.

4. After pressing the button, two things will be found.

1 user's current Latitude and Longitude Points .

2 with the help of point of slot, the fictional circle
with a radius of 2 meters will get.

5.If the current point is within this circle then the user's
slot will be confirmed and it will get a confirmation
message. And if it is not in the points of the circle then it
will be given an error message. Note that if the user will not
reach within 30 minutes then his booked slot will be
canceled.

6.Also the application includes a payment platform for
user.

This system is used for finding a location near by the
user. The user can login the application and create an
id.then the user can view various slots. select nearby or
specific area of their choice to view whether space is
available or not.If the booking space is available, then user
can book it for specific time slot.The booked space will be

marked and will not be available for anyone else for the
specified time.This system provides an additional feature of
cancelling the bookings.user can cancel their reserved space
anytime. For finding the distance we use the dijkstra
algorithm. And we provided an online map to track the
location.

.Dijkstra algorithm

Dijkstra's algorithm is an algorithm for finding the
shortest paths between nodes in a graph, which may
represent, for example, road networks. It was conceived by
computer scientist Edsger W. Dijkstra in 1956 and published
three years later [7]. The algorithm exists in many variants;
Dijkstra's original variant found the shortest path between
two nodes, but a more common variant fixes a single node
as the source node and finds shortest paths from the source
to all other nodes in the graph, producing a shortest-path
tree. The Dijkstra algorithm has been implemented in the
parking system. The way that has been used to determine
the distance via a pathway. The algorithm used the
minimum value between two points. The algorithm finds the
shortest path between that node and every other [8]. It can
also be used for finding the shortest paths from a single
node to a single destination node by stopping the algorithm
once the shortest path to the destination node has been
determined. Let the node at which we are starting be called
the initial node. Let the distance of node Y be the distance
from the initial node to Y. Dijkstra's algorithm will assign
some initial distance values and will try to improve them
step by step.Mark all nodes unvisited. Create a set of all the
unvisited nodes called the unvisited set.

1. Assign to every node a tentative distance value: set it
to zero for our initial node and to infinity for all other nodes.
Set the initial node as current.

2. For the current node, consider all of its unvisited
neighbours and calculate their tentative distances through
the current node. Compare the newly calculated tentative
distance to the current assigned value and assign the smaller
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one. For example, if the current node A is marked with a
distance of 6, and the edge connecting it with a neighbour B
has length 2, then the distance to B through A will be 6 + 2
= 8. If B was previously marked with a distance greater than
8 then change it to 8. Otherwise, the current value will be
kept.

3. When we are done considering all of the unvisited
neighbours of the current node, mark the current node as
visited and remove it from the unvisited set. A visited node
will never be checked again.

4. If the destination node has been marked visited (when
planning a route between two specific nodes) or if the
smallest tentative distance among the nodes in the unvisited
set is infinity (when planning a complete traversal; occurs
when there is no connection between the initial node and
remaining unvisited nodes), then stop. The algorithm has
finished.

5. Otherwise, select the unvisited node that is marked
with the smallest tentative distance, set it as the new
"current node", and go back to step 3.

When planning a route, it is actually not necessary to wait
until the destination node is "visited" as above: the
algorithm can stop once the destination node has the
smallest tentative distance among all "unvisited" nodes (and
thus could be selected as the next "current").

IV . CONCLUSION

The smart parking online booking system has been
successfully designed. Based on this system, it is proved
that the system has provided convenience parking system to
the user. since the priority is to find and provide the nearest
parking lot to the entrance for the user. The driver doesn’t
need to waste their time searching the vacant parking and he
also can obtain the nearest parking to the entrance with the
help of the system. Besides that, the smart indoor parking
system has provided the nearest parking lot to entrance
according to the Dijkstra Algorithm. Dijkstra Algorithm is
the calculation method for determining the shortest distance.
By applying Dijkstra Algorithm, all the parking lot in the
parking system can be utilized efficiently
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ABSTRACT: In recent years, NOC is developing rapidly with its advantages of higher operating 

frequencies, less wire routing congestion. Although the development of the operations of NOC is 

rapid, more and more accidents also occur. So the reliability of NOC becomes the important 

factor that hinders its development. Many techniques were developed to improve the reliability 

of NoCs. Several solutions are dedicated to enhancing reliability, which in turn will increase the 

energy efficiency of the system. This paper discusses such solution methods and compares them 

through the table. 

Keywords: Dynamic reliability; Network-on-chip; thread migration; DVFS; LSTM; REST; 

Kalman Filtering   

 

I.INTRODUCTION 

In recent days the continuous increase in 

computational demands has made chip 

multiprocessors (CMPs) the workhorse of 

most computing systems. Crosstalk and 

aging are the common problems that occur 

in NOC. The most aging mechanisms are 

time-dependent dielectric breakdown 

(TDDB) and negative bias temperature 

instability (NBTI). These two mechanisms 

will affect the performance of the chip. The 

common factor that impacts TDDB and 

NBTI is temperature [1]. Due to these 

reasons, the reliability of CMP became an 

important factor. Bayes classifiers [2], 

autoregressive moving average (ARMA) [3] 

are used for real-time predictions in the case 

of thermal management. 

In previous technologies, the reliability 

estimation is predicted using static and 

dynamic methods. In static estimation the 

problem is predicted at the design time, 

Dynamic estimation will predict the problem 

at the runtime. Dynamic methods are the 

commonly used approach for finding the 

Reliability of NOC.  Dynamic reliability 

management (DRM) scheme is used to 

address time-dependent dielectric break 

down and negative-bias temperature 

instability aging mechanisms in network-on-

chip (NoC) based CMPs [4]. Dynamic 

Voltage/frequency scaling (DVFS) based 

technique is used to estimate the dynamic 

reliability of NOC. DVFS is the primary 

technique to change the CMP operation to 

increase the lifetime reliability of the overall 

system [5]. Thread migration is another 

method that helps to predict the dynamic 

reliability of CMP. A dynamic reliability 

management (DRM) algorithm uses a hybrid 

of DVFS and thread migration. It uses NN 

based MTTF estimator for evaluating the 

reliability of CMP [6] 

This system, which uses an LSTM predictor 

for evaluating the reliability of CMP. The 
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proposed system contains a DRM controller 

and an LSTM predictor for increasing the 

lifetime reliability of the overall system and 

thereby increasing the energy efficiency of 

the system.  

               This paper is organized as follows. 

Section 2 includes a literature survey on 

predicting dynamic reliability methods on 

the network-on-chip. Section 3 describes an 

analysis of the methods. And section 4 

includes the conclusion. 

II.RELATED WORK 

In this section, we discuss previous literature 

on reliability and energy management in 

processors. A joint temperature and energy 

management solution for heterogeneous 

multicore processors is proposed in [7]. It 

uses both DVFS and temperature- and 

performance aware task assignment strategy 

that maximizes the energy savings while 

maintaining the temperature at safe levels.  

A control-theoretic approach is introduced 

in [8] that use data from aging sensors to 

compute the wear-out degradation and to 

maximize the lifetime of homogeneous 

multicore systems. For achieving additional 

energy savings some latest work also took a 

sophisticated approach and applied DVFS to 

both CPU and the DRAM. They reported for 

a server platform with an Intel i5-4590 

quad-core processor and 8 GB of main 

memory as much as 22% energy savings 

with a low-performance loss. For predicting 

workload in the next control period for 

which voltage-frequency pairs must be 

selected, a Kalman filtering-based approach 

[9] is employed. The study in [10] employed 

a combination of recursive least squares 

(RLS) and Kalman filters (KF) to estimate 

processor package temperature and to 

construct a dynamic energy management 

controller to predict the optimal 

voltage/frequency setting to achieve 

maximum energy efficiency under 

temperature constraints. the study in [11] 

proposed DVFS and temperature and 

performance-aware task assignment 

strategies for heterogeneous processors that 

maximize energy savings, while maintaining 

the temperature at safe levels. 

III. RELIABILITY ANALYSING    

METHODS 

1. Dynamic reliability management using 

NN estimator 

The NN-based estimation uses a dynamic 

reliability management algorithm [6]. This 

algorithm contains an NN estimator and a 

DRM controller. This dynamic reliability 

management algorithm works periodically 

according to a pre-defined control period. It 

uses the input temperatures as well as the 

user set desired reliability target to generate 

output control commands. That control 

commands dictate how to perform thread 

migration among tiles and DVFS of 

individual tiles is done during the next 

control period. The lifetime reliability 

converges toward the desired target by using 

these commands. This reliability 

management algorithm is implemented in 

software and has two main components. The 

first component is implemented with a 

neural network (NN) model and estimates 

the current lifetime reliability. This NN 

predictor is used to produce an estimate of 

the meantime to failure (MTTF) of the entire 

CMP for measuring the lifetime reliability. 

We use an NN model-based predictor for 

efficiency reasons and because NN models 

have been shown to provide high-quality 

prediction and classification results. 

                           The second component 

shown in Fig. 1 is the DRM controller. Its 

role is to compare the currently estimated or 

projected MTTF to the desired target and 

then decide for each tile whether the clock 

frequency must be throttled, increased, or 
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left unchanged or whether threads should be 

migrated from hot to colder tiles. 

 

Fig1. Block diagram of the DRM algorithm, 

which includes the NN estimator and DRM 

controller The CMP is composed of several 

tiles. A tile is (core + NoC router). 

                   The input into the DRM 

algorithm includes temperatures of all the 

major modules of the tiles formed by cores 

and NoC routers of the assumed regular 

mesh NoC as well as individual tile supply 

voltages. The neural network estimator uses 

temperature and tile supply voltage as input 

to estimate lifetime reliabilities (as MTTF) 

of each tile containing a core and a router as 

well as of the overall CMP.  After the 

comparison between the currently estimated 

MTTF with the desired target MTTF, the 

algorithm uses either the thread migration 

technique or the DVFS technique, based on 

the current number of cold tiles. 

2. Dynamic reliability management using 

Kalman filtering 

The Kalman filtering method uses a set of 

recursive equations. For minimizing the 

variance of the estimation error [12] it 

employs a feedback control mechanism.  

Using the notation from [28], the process 

can be described by the following state and 

output equations by using the notations from 

Xn = Axn−1 + Bun−1 + wn−1      (1) 

Here A, B, and H are matrices. A is the state 

transition model applied to the previous state 

xn−1. It relates the states at time steps n − 1 
and n, in the absence of process noise or 

control input. The optional control input u to 

the state x is related by B, and the matrix H 

relates the state x to the measurement or 

observation z. The random variable wn−1 
models the process noise assumed to be a 

white Gaussian noise with zero mean and 

covariance Q, w ∼ N(0, Q). 

Zn = Hxn + vn                                (2) 

In equation (1) vn is the measurement noise 

also assumed to have a Gaussian distribution 

with zero mean and covariance R, that is 

independent of Q, v ∼ N (0, R). Kalman 

filter is constructed in two phases. The first 

phase is called the predict phase (or time 

update phase), and here the state x is 

predicted a priori as xˆ − n. The second 
phase is called the update phase (or 

measurement update phase). This is where 

the predicted xˆ − n is updated a posteriori 
as xˆn.     = E [         ]                              (3)    = E [     ]                                   (4) 

Where P− n and Pn represent the estimated 
error covariance for a priori and a posteriori 

errors, respectively, at time n.     = A     + B                            (5)     = A       + Q                           (6) 

In the predict phase, the filter first projects 

the state ahead from the previous state      

and certain input matrix B    .  The error 

covariance ahead with process noise 

covariance Q is projected by the filter.    =        (H       + R) −1             (7)    =    +   (   − H    )                      (8) 
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    = (1 −   H)                                    (9) 

With the measurement of the actual state 

value at time n, the update phase starts right 

after the predict phase. The three equations 

utilized in this phase are indicating in 

equations (7), (8), and (9). The Kalman 

gain,  , is first computed by using the a 

priori estimate error covariance     and 

measurement noise covariance R. 

 

fig2. Kalman filter predicts phase and 

update phase procedure. 

                      Kalman filter had been proven 

to be one of the best techniques in terms of 

complexity of implementation in software 

only, efficiency, and effectiveness in making 

accurate predictions over a short horizon. . 

Fig. 2 shows how the Kalman filter works. 

3. Dynamic reliability management using 

LSTM 

                     The LSTM is long short term 

memory network LSTM is an RNN 

(recurrent neural network) that uses special 

units rather than the standard units. LSTM 

units include memory cells that can store 

information for long periods in addition to 

special units called gates that control the 

flow of information. These gates are used to 

determine what to store as well as when to 

allow reads, writes, and erasures of 

information into/from cells. 

Classic RNN can keep track of long-term 

dependencies in the input sequences. The 

problem with vanilla RNNs is computational 

when training a vanilla RNN using back-

propagation, the gradients which are back-

propagated can "vanish “or "explode", 

Which uses finite-precision numbers, 

because of the computations involved in the 

process. LSTM units allow gradients to flow 

unchanged, so RNNs using LSTM units 

partially solve the vanishing gradient 

problem 

 

       Fig.3 diagram of LSTM network 

Fig. 3 shows the simplified diagram of 

LSTM networks. From the above diagram, it 

can be observed that the LSTM cell is more 

complex. It is due to the input, forget and 

output gates. These gates decide whether to 

let new inputs in, erase the present cell state, 

and let the state impact the output at a given 

time step. Weighted signals connected to an 

activation function, these weighted signals 

help to activate these gates. During the 

learning process, these weighted signals are 

adjusted. Through the iterative process of 

making guesses, backpropagation of errors, 

and adjustment of weights via the gradient 

descent technique, the cells learn when to 

allow data to enter, leave, or be deleted. 

LSTM model can capture history in time 

series. 
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Fig4. Block diagram of LSTM framework 

 

The LSTM framework is implemented as a 

control loop inside a Sniper simulation 

framework [13]. It is constructed with just 

one hidden layer of 4 LSTM blocks or 

neurons and the sigmoid activation function 

is used for each block. The LSTM model is 

first trained for using the predictor. The 

input features for a moving window of w = 

20 for the prediction to take into 

consideration the past 20 data sequences is 

training data which include CPI and 

instruction count. The collection process is 

done during separate runs of the custom 

Sniper simulation framework and without 

any DEM algorithm. The model is trained 

with 20,000 samples collected at intervals of 

1 ms during simulations of only a small 

number of benchmarks on architectures with 

16 and 64 cores. The training samples are 

collected from all individual cores in these 

architectures. Sniper system simulator that is 

integrated with the McPAT power 

calculator. The machine learning library 

Keras is integrated with our simulation 

framework and Employed to build and train 

the LSTM predictor. We conduct 

simulations using sixteen Parsec and 

Splash2x benchmarks [14]. 

4. Dynamic reliability management using 

REST tool 

Dynamic lifetime reliability can be obtained 

by using the REST tool. It is based on a 

Monte Carlo algorithm. The system treats 

the CMP in a unified manner as a 

combination of communication and 

computation units. In NOC, the power 

consumption can be as much as 25–40% of 

the overall chip power consumption. The 

neighboring processing elements (PE) or 

cores affected by the power dissipation and 

introduce errors in their temperature 

estimations. When the PE of a tile is 

inactive, while its router is highly active due 

to the traffic between another source–
destination communication pairs then the 

power dissipation problem is raised. The 

main steps of the reliability evaluation 

methodology and is shown in Fig. 5 

REST tool utilizes the GEM5 full-system 

simulator [15], which is a combination of 

the M5 full-system simulator [16] and 

GEMS [17]. The power estimator McPAT 

[18] will take input as performance data 

from each core.  Power consumptions of 

each sub-block of each core are treated as 

the output of the McPAT power estimator. 

Processors power consumptions provided by 

McPAT and the power consumption of 

individual routers of the NOC (provided by 

GEM5) is fed then to HotSpot [19]. The 

hotSpot is an accurate and fast thermal 

model based on an equivalent circuit of 

thermal resistances and capacitances that 

correspond to microarchitecture blocks. The 

output of the HotSpot simulation is a list of 

average temperatures for all NoC routers 

and each subblock of all cores of the CMP. 

The Monte Carlo simulation engine utilizes 

the temperatures with the system-level 

architecture floor plan to estimate the time 

to failure of the whole system. 
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Fig.5.Block diagram of REST tool 

framework 

The Monte-Carlo algorithm is used to 

implement the REST tool for finding the 

reliability of the system.  The Floor plan of 

the CMP and power consumption of all sub-

blocks is the input to the Hotspot 

temperature calculator. The output of 

Hotspot is a list with temperatures for all 

routers and sub-blocks of each processor 

core. This temperature depends on the 

individual utilization of all cores and 

routers. 

IV.ANALYSIS 

Four reliability prediction methods are 

discussed in the previous section. Some 

evaluation parameters are used to evaluate 

the reliability prediction methods. Those are: 

 Node Availability: Occupation rate 

of healthy nodes as node availability. 

Healthy nodes are the nodes that are 

participating in the routing process. 

 Frequency: The rate at which 

something occurs over a particular 

period or in a given sample 

 Link bandwidth: the capacity of a 

wired or wireless network 

communications link to transmit the 

maximum amount of data from one 

point to another 

 Transition latency:  Latency is 

defined by the total cycles of a 

packet to reach the destination node 

from the source node. It defines a 

length of time to delay the start of a 

transition. 

 Network Size: Network size refers to 

the total size of the system which is 

proportional to the number of nodes 

in NoC. 

Table 1: Evaluation parameters of each reliability prediction method. 

Reliability 

prediction 

methods 

Node 

availability 

(nm) 

Frequency 

 

(GHz) 

Link 

bandwidth 

(bits) 

Transition 

latency 

(ns) 

VDDs 

 

(v) 

Network 

size 

NN 

estimator 

65 2 32 Not 

considered 

1.1-0.95 8x8 

Kalman 

filtering 

45 2 64 2000 1.2 8x8 

LSTM 45 2 to 1 64 2000 1 to 1.2 16x16 

REST 65 2 to 1.5 32 Not 

considered 

1.1 4x4 

 

2021 Recent Trends in Advanced Computing Technologies 

ISBN: 978-93-5473-994-1 RTACT'21
23



                     

 

Based on these parameters, compare the 

reliability prediction methods shown in table 

1. In the NN estimator method, an 8x8 mesh 

was used for the implementation. The VDDs 

value rages from 0.95v to 1.1v.NN 

estimation method have 32 bits link 

bandwidth and 2GHz frequencies. Node 

availability of NN-based estimation is up to 

65nm. In Kalman filtering-based reliability 

prediction method uses 8x8 meshes for 

implementation. This is used to predict the 

instruction count and average CPI in the 

next control period for each core. Its VDDs 

value is up to 1.2v. This method introduces 

transition latency up to 2000ns. Kalman 

filtering needs a link bandwidth up to 64 bits 

and a frequency of 2 GHz.It needs 

technology parameters up to 45 nm. 

LSTM based reliability prediction method 

uses 16x16 mesh for implementation. The 

VDDs value rages from 1v to 1.2v. This 

method introduces transition latency up to 

2000ns same as Kalman filtering. It has a 

link bandwidth same as like Kalman 

filtering method.LSTM needs frequency 

ranges from 1GHz to 2GHz and its 

technology parameter same as Kalman 

filtering.REST tool needs 4x4 mesh for 

implementation. The VDDs value for REST 

is 1.1v. This method does not consider the 

transition latency. It has a link bandwidth 

same as like NN estimator method. REST 

need frequency ranges from 1.5GHz to 

2GHz and its technology parameter same as 

like NN estimation method. 

V.CONCLUSION 

This paper introduces the different reliability 

prediction methods on mesh topology. 

Those are NN-based estimator, Kalman 

filtering, LSTM, REST tool. Each has its 

unique features. The NN estimator and 

REST tool combine thread migration and 

DVFS techniques to change the CMP 

operation such that the MTTF of the overall 

system is increased to the desired target with 

minimal performance degradation. LSTM 

model can be used to construct an effective 

DRM algorithm that provides a good 

mechanism to trade off performance versus 

energy consumption; it is only slightly better 

than the Kalman filtering approach for 
prediction. 
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Smart Farming Monitoring 

System 
 

 

 

 

 

 

Abstract: In India, there are many people who are interested in 

growing, caring and monitoring the plants. This might be out  of their 

interest in plants or to sell the fruits and flowers of the plants or to 

reduce the effect of global warming. India’s 58 percent population is 
dependent on agriculture as their primary income is based on 

agriculture and they have to monitor the plants and irrigate them 

properly. The irrigation of the plants should be done properly because 

if there is excess water or less water in the plant, the plant may be 

spoiled. So, we should irrigate the plant properly and give only 

sufficient amount of water that the plant needs. Smart Farming is an 

emerging concept that refers to managing farms using modern 

Information and communication technologies to increase the quantity 

and quality of products while optimizing the human labor required. 

Sensors, soil, water, light, humidity, temperature management. 

Aquaponics and hydroponics are two examples of such farming 

system. Aquaponics is a combination of aquaculture, which is growing 

fish and other aquatic animals, and hydroponics is a type of 

horticulture and a subset of hydroculture, which is a method of 

growing plants,usually crops, without soil, by using mineral nutrient 

solutions in an aqueous solvent. 

 
Keywords: Energy Efficient Lamp, Power Quality, Total Harmonic 

Distortion (THD), Electrical Parameters, Photometric Parameters. 

 
 

I. INTRODUCTION 
 

Agriculture is the most important sector in the Indian economy. 
Almost 18 percent of the gross domestic product of India is 
contributed by Indian agriculture. Most of the Indians are 
directly or indirectly related to agriculture in one or other way. 
Hydroponic System is a system of growing crops without soil, 
often called soilless farming. In the hydroponic system, the 
plant roots grow in a liquid nutrient solution. The liquid nutrient 
solution is a mixture of essential plant nutrients in the water. 
Plant roots get in direct contact with the water soluble nutrient 
content and this helps in faster absorption and growth. The idea 
of hydroponic farming is believed to serve two purposes, one is 
it can be practiced by people to grow fresh fruits and vegetables 
where the soil condition is not suitable for conventional 

farming,second it is a solution for satisfying sustainable 
food requirements in urban areas where the land for 
conventional farming is not easily available due to other 
commercial business ventures. 

 
 

Aquaponics refers to a food production system that couples 
aquaculture with hydroponics in a symbiotic environment 
whereby the nutrient rich aquaculture water is fed to hydroponic 
grown plant, involving nitrifying bacteria for converting 
ammonia into nitrates. Aquaponics and hydroponics are two 
examples of such farming system. Aquaponics is a combination 
of aquaculture, which is growing fish and other aquatic animals 
and hydroponics is a type of horticulture and a subset of 
hydroculture, which is a method of growing plants,usually crops, 
without soil, by using mineral nutrient solutions in an aqueous 
solvent. Hydroponic systems focus solely on plant growth, while 
aquaponic systems attempt to achieve a healthy life balance 
between both plants and fish. Aquaponics takes the more natural 
path, while many hydroponic systems rely on simplicity. 
Nutrients added to the water are fed to the plants in a variety of 
ways. 

 
Hydroponic systems are essentially hands-off when it comes to 
feeding the plant. Everything is usually done automatically,  
aside from the addition of the nutrient solution. The waste 
contained in the aquarium water is pumped up to a growing tray 
that houses the plants and contains the growing medium. Plants 
rely on the waste for its nutrients, and the clean, relativelywaste- 
free water goes back into the aquarium for the fish. Hydroponics 
is also better if you only want to grow a few plants, as a simple 
system consisting of a few parts — such as an air pump, air  stone 
and container — is all that’s needed. But as we grow more plants, 
hydroponic systems are more work and more of an investment. 
They require a nutrient solution that must be flushed 
occasionally to prevent the buildup of salts and chemicals.

Alphonse Treesa Jacob 
Computer Science and Engineering 
Amal Jyothi college of Engineering 
Email: alphonsetreessajacob2021@cs.ajce.in 

 

Ivy Rose Seban 
Computer Science and Engineering 
Amal Jyothi college of Engineering 
Email: ivyroseseban2021@cs.ajce.in 

 

Amala Augustine 
Computer Science and Engineering 
Amal Jyothi college of Engineering 
Email: amalaaugustine2021@cs.ajce.in 

 

Abdhul Azeez 
Computer Science and Engineering 
Amal Jyothi college of Engineering 
Email: abdhulazeezps2021@cs.ajce.in 

 

2021 Recent Trends in Advanced Computing Technologies 

ISBN: 978-93-5473-994-1 RTACT'21
26



 

II. OVERVIEW 

 
Along with the socio-economic development, more high 
living standards have been pursued by human beings. 
However, more time has been spent engaging in work and 
they have no extra time to look after their playthings (e.g., 
fishes, flowers). The primary objective is to design a smart 
monitoring and control device for aquaponics, which is an 
eco-friendly system for ornamental fish and hydroponic 
plants. The significance and specific functions of the 
system was firstly described in details, and then the 
architecture, hardware components and software design 
were also introduced. The system consists of three parts: 
data acquisition, mobile transfer and intelligently 
interactive application.Specifically, the data that acquired 
by webcam and some smart sensors are analyzed and 
processed for man-machine interaction. Meanwhile, users 
can also use the mobile terminal to monitor and control the 
smart aquaponics remotely. The design of the system can 
promote the rapid development of smart aquaponics. 

 
 

III. OBJECTVE 
 

Along with the rapid development of sensor technology, 
Internet technology, communication technology and computer 
technology, smart life style will become a popular trend for our 
future life . To solve the current shortcoming, this study 
designs a smart monitor and control system based on IoT, 
which can make it easy to implement the connection of 
monitoring field and remote monitoring center. The  system 
can monitor the environment of aquaponics device through 
some sensors in a real-time and stable way, and then accurately 
and automatically transmit the data of temperature, humidity, 
light intensitY and water level in real time. Users can view the 
data and photos remotely from either mobile client or web . 
They can decide whether to open air pump, water pump, lights, 
and feeder or not based on the obtained information. 

 
 

IV. EXPECTED OUTCOME 
 

Modern people have been always engaged in work and they 
have no more extra time to look after ornamental fish and 
hydroponic plants. On the one hand, ornamental fish conserves 
flings stuff and it is also tedious to replenish oxygen, maintain 
temperature and smears distinctly illumination. On the other 
hand, plants need watering and fertilization frequently. The 
whole process is so complex and time-consuming. Based on 
the above shortcomings, the automatic control system is 
proposed . Unfortunately, current automatic control system is 
not stable that some 

 

 

unexpected errors always occur, especially it is difficult to 
realize remote monitoring and control. Consequently, it isvery 
necessary to design a smart monitor and control system, 
especially for people who travel frequently.Some sensor nodes 
are used to form the sensor data acquisition module, which are 
deployed near to the aquaponics system to collect real-time 
environmental information, such as temperature, humidity, light 
intensity, water level and photos. After an initial processing, the 
data is transmitted to database. 

 
 

V. LITERATURE SURVEY 
 
 

Monitoring Water Quality in Aquaponics Systems: Water 
chemistry requirements are especially difficult to 
balance.constantly monitoring the aquaponics system with the right 
equipment, including pH sensors, dissolved oxygen sensors, and 
conductivity sensors is used. If and when the system appears to 
become unbalanced, the quicker the adjustments make, the lower 
the risks will be.The programmable microcontroller collects the 
input signal converted into values of level of water via the sensors. 
As the microcontroller starts gaining signals, an output is created 
that forces the relay for running the water pumping motor. The 
values of moisture contentin the soil and the water level can be seen 
in an LCD monitor connected to it. First, a proper water source must 
be identified. After all, a painting can only be as good as its canvas. 
As such, even a basic aquaponics setup must be supplied with good 
water. However, even the best source water will not ensure a proper 
balance between the hydroponic needs of the plants and the needs 
of aquaponic fish farming. Good aquaponics system plans will 
include frequent testing. When first building and implementing your 
aquaponic system, daily testing should be conducted. Dissolved 
oxygen, pH levels, conductivity or total dissolved solids, 
ammonium ion (NH4+), and nitrate ion (NO3-) must all be closely 
monitored. 

 
 

Wick System: The wick system is notable for not using aerators, 
pumps, or electricity. In fact, it’s the only hydroponic system that 
doesn’t require the use of electricity. With the majority of wick 
systems, the plants are placed directly within an absorbent 
substance like perlite or vermiculite. Nylon wicks are positioned 
around the plants before being sent straight down into the nutrient 
solution. While this system is fantastic for smaller plants, you’ll 
want to avoid growing plants like peppers and tomatoes. These 
plants are considered to be heavy-feeding plants, which means that 
they require more nutrients than the wick system will be able to 
provide. Another negative aspect of this growing system is that 
water and nutrients aren’t absorbed evenly, which could lead to the 
buildup of toxic mineral salts. When you use this system, make sure 
that you flush any extra nutrients with fresh water every 1-2 weeks. 
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Ebb and Flow: With this type of system, the plants are positioned 
in a spacious grow bed that’s packed with a grow medium like 
Rockwool or perlite. Once the plants are carefully planted, the 
grow bed will be flooded with a nutrient-rich solution until the 
water reaches a couple inches below the top layer of the grow 
medium, which ensures that the solution doesn’t overflow. The 
water pump that floods the grow bed is outfitted with a timer that 
will switch the pump off after a certain amount of time. When this 
occurs, the water will be drained from the grow bed and sent back 
into the pump. The ebb and flow system has been found to be 
effective at growing nearly all types of plants, which includes 
certain root vegetables like carrots and radishes. However, it’s 
recommended that you don’t use particularly large plants with this 
system. Because of how much space these plants will require, you 
may not be able to fit enough of the grow medium and nutrient 
solution into the grow bed with larger plants. The main issue with 
the ebb and flow system is that the pump controller can 
malfunction, which halts operation until the pump is fixed or 
replaced. 

 

Drip Systems: A drip system is an easy-to-use hydroponic system 
that can be quickly altered for different types of plants, which 
makes this a great system for any grower who plans to make regular 
changes. The nutrient solution that’s used with a drip system is 
pumped into a tube that sends the solution straight to the plant base. 
At the end of each tube is a drip emitter that controls how much 
solution is placed into the plant. You can adjust the flow to meet 
the needs of each individual plant. These systems can be as small 
or large as you want them to be. They can also be circulating or 
non-circulating systems. A circulating system will drip almost 
constantly. Any extra nutrients will be sent back into the tank that 
holds the nutrient solution. Since you can readily alter the size and 
flow rate of this hydroponic system, it can be used to grow 
practically any plant. If you decide to use a circulating system, the 
main problem that you’ll run into is that you’ll need to consistently 
maintain the fluctuating nutrient and pH levels that occur when the 
solution is recirculated. 

 
 

N.F.T. (Nutrient Film Technology): The N.F.T. system has a 
simple design but is widely used because of how well it scales to a 
variety of different applications. When you use this systems, the 
nutrient solution is placed into a large reservoir. From here, the 
solution is pumped into sloped channels that allow the excess 
nutrients to flow back into the reservoir. When the nutrient solution 
is sent into the channel, it flows down the slope and over the roots 
of each plant to provide the right amount of nutrients. It’s highly 
recommended that you use net pots with this type of hydroponic 
system. In most cases, the N.F.T. system won’t make use of a grow 
medium. Since the channels that are used with this system are 
relatively small, it’s recommendedthat you pair it with plants that 
have smaller roots. Even though this system can’t readily 
accommodate larger plants, it does scale well, which means that 
you can alter it to allow for the growth of a large number of plants 
at the same time. Since it scales well, this system is commonly used 
by commercial growers alongside home growers. 

VI. PROPOSED SYSTEM 
 

The system proposed is a form of integrated agriculture that 
combines two major techniques, aquaculture and hydroponics. In 
one continuously recirculating unit, culture water exits the fish tank 
containing the metabolic wastes of fish. The water first passes 
through a mechanical filter that captures solid wastes, and then 
passes through a biofilter that oxidizes ammonia to nitrate. The water 
then travels through plant grow beds where plants uptake the 
nutrients, and finally the water returns, purified, to the fish tank.The 
biofilter provides a habitat for bacteria to convert fish waste into 
accessible nutrients for plants. These nutrients, which are dissolved 
in the water, are then absorbed by the plants. This process of nutrient 
removal cleans the water, preventing the water from becoming toxic 
with harmful forms of nitrogen (ammonia and nitrite), and allows 
the fish, plants, and bacteria to thrive symbiotically. Thus, all the 
organisms work together to create a healthy growing environment 
for one another, provided that the system is properly balanced.There 
are 5 sensors available in the platform to measure the key parameters 
in the fish tank such as temperature, pH or Conductivity and then 
some others to control the correct state of the fish tank (level and 
leakages). In addition, there are 4 different actuators to automate 
tasks such as heating or cooling the water, feeding the fish, activating 
the pumps for water change or medicines administration, and 
controlling the intensity of the light to simulate the day/night cycles. 
A complete Open Source API is included to easily control the board 
through Arduino. And we have also designed a web application that 
allows to store in a data base the information gathered and visualize 
it from a browser and from iPhone / Androiddevices. 

 

 
 

         VII.  PROPOSED ARCHITECTURE 
 

The figure below shows a block diagram of the smart farming 
system using Arduino microcontroller. The developed program is 
stored in the microcontroller Arduino Mega board and ready to  be 
executed when needed. The pH sensor circuit, temperature sensor, 
water sensor, servo, LCD, GSM and peristaltic pump are 
connected to the Arduino board. The program and hardware parts 
of the aquaponics system are combined together to perform the 
functionality. 

The program is started by executing the servo to rotate and 
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feeding the fish by dropping the fish palette to the fish tank. 
to maintain the pH value. Meanwhile, the water sensor is used 
to detect the water flow into the fish tank through the siphon 
outlet. If the water flow through a siphon outlet is stopped, the 
buzzer will be triggered. Therefore, no water is pumped from 
fish tank to grow bed. When the pH,temperature and water 
sensor are out of the ranges, a message will be sent to a mobile 
phone through GSM modem for notification. The servo is 
used to auto feed fish every 12 hours. The function of pH 
sensor is to detect the pH value of the water. The pH sensor 
functionality is constructed by connecting the analog input 
port of the Arduino board with the sensor circuit board. The 
pH sensor circuit consists of three wires which are ground, +5 
V and analog output. In addition to that, the temperature 
sensor functionality is also constructed in a similar way. The 
sensor consists of three wires which are indicated +5 V (red), 
ground (black) and data (yellow). The wires are connected to 
the Arduino board using a 4.7 k resistor to form a pull up 
resistor. Pull up resistor is employed to make sure that the 
signal will be a valid logic if the peripheral is disconnected or 
high impedance is introduced. Similarly, the water sensor 
consists of three wires is connected to 5 V, ground and digital 
pin 7 of the Arduino board. Additionally, the water sensor is 
also connected to a buzzer using a transistor. The servo is used 
in this system to auto feeding fish in the tank. 

 
This servo consists of three wires which are yellow, red and 
black wire. Red wire is connected to 5V, black wire is 
connected to ground and yellow is connected to digital pin 
12 of the Arduino board. The pH sensor, temperature sensor, 
water sensor circuit and servo connection is shown in Fig. 
3.2. 

 

 
Figure 3.2: pH sensor, temperature sensor, water sensor circuit and 
servo connection 

 
A peristaltic pump is used in this system to pump the chemical 
solution into the fish tank in order to balance back the pH value of 
water. This pump is connected in parallel with an lN4001 diode to 
protect the Arduino board from reverse electromagnetic force 
produced by the pump motor. The negative terminal of the diode is 
connected to a transistor collector for use as current amplification 
since the Arduino board cannot supply enough current to drive the 
peristaltic pump. The positive terminal of the pump is connected to 
a supply voltage. 

 
 

 
Meanwhile, the base of the transistor is connected to digital pin 9 
of the Arduino board and the emitter of the transistor is connected 
to the ground. The GSM is used in this system to send the 
notification if the pH and temperature values are out of ranges and 
also if the siphon water flow not working. GSM has three wires 
connection which are black and red colors. The black wire is 
connected to a ground and the red wire is connected from digital 
pin 3 to STXD of GSM and another red wire is connected from 
digital pin 10 to SRXD of GSM.Liquid crystal display (LCD) with 
20 characters x 4 lines is used with an Arduino board to display the 
water parameters and feeding time cycle. This type of LCD is 
chosen because four’s information is required to be displayed. This 
LCD consists of 16 pins connector and each pin has its own 
function. 

 
The system uses an Arduino mega board for the analysis of  
the received data and control- ling the devices. 
 
A. Hardware 

 
The system uses an Arduino micro controller .The general 
structure is made of aluminum. The structure through which the 
water circulates consists of PVC pipes cut and glued by hand, and 
consists of 2 levels through which the water passes. Each level has 
been drilled to place pots. 3D pieces have also been designed so 
that the pots do not move and to support the lighting. In the lower 
part there is a tank in which the water of the system falls and 
through which different components can be added to the water. In 
case of having to drain the tank, we have a manual drain. 

 
B. Software 

 
The system uses Arduinos which are programmed using the 
Arduino IDE. It is a modified version of the C++ programming 
language. An App is designed for the real time viewing of data and 
the control of equipment’s. The device periodically sends the 
information to the App that allows this data to be visualized from 
an Android device. 

 
   Aenon offers a mobile phone application that allows accessibility      
to the data and to control the equipment’s attached. Through the 
application users can monitor the readings control the motor, grow- 
light and feeder. Fig. 3.3 shows the data interface of the application. 
The system also notifies the user if values of the parameters drift 
out of the bounds abnormally. This can be caused by not closing 
the system properly, sensor failure, or a node failure. This piece of 
code runs on the local server which is independent of all the 
electronics that are responsible for the operation of the system. This 
means that a failure in the electronic components controlling the 
system will not cause these messages to be disrupted. 

       

         VIII. RESULTS 
                 Given in the next page are the are sample screenshots 
of the application created to control our system.The most basic one, 
such as the one provided will have a login page, a page to display 
the readings and a page to control the device according to our 
needs.Further developments can be done with improvements in  
system design. 

    

2021 Recent Trends in Advanced Computing Technologies 

ISBN: 978-93-5473-994-1 RTACT'21
29



 

 

 
 
 

 

        
    

 
 
 
 

 
 

 
 

2021 Recent Trends in Advanced Computing Technologies 

ISBN: 978-93-5473-994-1 RTACT'21
30



IX.  CONCLUSION 
 

The System has high efficiency and accuracy in fetching 
the live data of temperature and soil moisture. This smart 
farming system being proposed via this report will assist 
farmers in increasing the agriculture yield and take efficient 
care of food production as the system will always provide 
helping hand to farmers for getting accurate live feed of 
environmental temperature and soil moisture. Hydroponically 
grown plants do not come in contact with soil borne pests and 
diseases thus saves costs of soil preparation, insecticides and 
fungicides. Since the amount of nutrients is fed directly to the 
plants, there is no wastage of water due to run off or 
evaporation. Today, hydroponics is an established branch of 
farming. Progress has been on large scale and results obtained 
in various countries in the world have proved that this 
technology is thoroughly practical and has very definite 
advantages over conventional methods of crop production. 
The proposed platform is composed of readily available 
sensors and modular components, therefore it is affordable as 
well as simple to set up and use. The system can hence be 
easily replicated and other sensors can be added if needed. The 
system can be used to collect the sensor data to carry out a 
quantitative assessment of the farm 

and can also be used for high-level decision making, once  enough 
data are collected. Moreover, the proposed monitoring platform 
represents a starting point to make the farm truly autonomous, 
using the sensor data as input signals. Such a  system can unlock 
the potential of hydroponics, making it a valid alternative to 
ordinary agriculture for facing future climate changing related 
challenges. Future work would be focused more on increasing 
sensors on this system to fetch more data especially with regard to 
pest control and by also integrating GPS module in this system to 
enhance full-fledged agriculture precision ready. 
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Abstract - Accurate and a well time traffic flow data is  

important for the successful deployment of intelligent transportation 

systems (ITS). The traffic prediction is a very challenging problem 

because the traffic data is a type of spatio-temporal data  which 

shows correlation and heterogeneity simultaneously in both space 

and time. Due to the high nonlinearity and the complexity of the 

traffic flow, the traditional methods are not able to satisfy the 

requirements of mid-and-long term prediction tasks and often neglect 

the spatial and temporal dependencies. In this project, Spatio- 

Temporal Graph convolution unit (STGCU), a novel deep learning 

framework is proposed to tackle the time series prediction problem in 

the traffic domain. The STGCU effectively captures the 

comprehensive spatio-temporal correlations and it achieves faster 

training, easier convergences, and fewer parameters with flexibility 

and scalability. Instead of applying regular convolutional and 

recurrent units the problem is formulated on the graphs and build the 

model with complete convolutional structures, which enable much 

faster training speed with less parameters. 

Keywords:Traffic prediction, Spatio-Temporal data, Deep 

learning, Spatio-Temporal Graph Convolution Unit 

 
 

I. INTRODUCTION 

Transportation plays an essential role in everyone’s life. 
With the development of social economy, the number of 
vehicles in the road is increasing drastically. Due to this 
drastic increase of vehicles may cause traffic congestion. The 
traffic flow prediction aims at estimating the number of 
vehicles in a particular region and in a time interval, which is a 
major problem in transportation management system. Reliable 
and accurate real-time traffic flow prediction should support 
the real-time route guidance in advanced traveller information 
systems for saving time and money. The reliable traffic  
control policies in advanced traffic management systems for 
decreasing the traffic congestion and accidents on the road. 
Traffic prediction have a major role in terms of data mining 
application. A vast variety of data sets differs in volume, 
variety and velocity that are generated. When the number of 
vehicles goes beyond the limit of the road, traffic occurs. 
Nowadays, many countries suffer from this traffic problems 
that affect the transportation system and cause serious 
difficulties. With the progress of computing facility provided 
by computer science technology, it is now feasible to predict 
the traffic more accurately. Transportation uses recent digital 

techniques to achieve efficient traffic flow, minimize  
accidents on the road and maintain the speed the on road. 
Traffic predictions helps in route planning, navigation and 
other mobility services. Traffic models are usually used to 
evaluate different past and real-time traffic data. 
With the help of some tremendous traffic sensors like in- 
ground loop detectors and GPS devices we can easily get a 
large amount of traffic data. This provides an opportunity to 
understand the traffic data through data-driven approaches. 
Data-driven approaches is mainly divided into two 
subcategories that is traditional machine learning method and 
deep learning method. Modern technologies use data mining 
algorithm to find prediction in the transportation system. The 
machine learning and deep learning techniques can be used to 
predict the traffic data more accurately. Here Deep learning is 
employed because it automatically extracts all the necessary 
features from a large set of data.Convolutional neural 
networks are taken to explore the spatial features of traffic 
data. A convolutional neural network (CNN) is a type of 
artificial neural network which is used in image recognition 
and designed to process pixel data. 

II. LITERATURE SURVEY 
 

A study of existing theories and practices in traffic prediction 
helps to know more about it deeply. Traffic prediction is a 
fundamental module in Intelligent Transportation system 
(ITS), which helps to improve traffic management. 
Authors Wenhao Huang, Guojie Song, Haikun Hong, and 
Kunqing Xie [1], proposed a deep architecture which consists 
of two parts that is, a deep belief network (DBN) at the bottom 
and a multitask regression layer at the top. The DBN is 
employed by the authors for unsupervised feature learning and 
can learn effective features for traffic flow prediction in an 
unsupervised fashion and a multitask regression layer is used 
in the DBN for supervised prediction. Authors Hao-Fan Yang, 
Tharam S. Dillon, Life Fellow, and Yi-Ping Phoebe Chen [2] 
presents a novel method that is stacked autoencoder 
Levenberg–Marquardt model and the model is designed using 
the Taguchi method. The evaluation results of the paper 
indicate that the SAE-LM model with an optimized structure 
is an accurate and efficient approach to traffic flow 
forecasting. The SAE-LM model with five hidden layers (four 
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autoencoders) can generate the most accurate predicted 
results. 
A deep-learning-based approach, called ST-ResNet is 
proposed by Junbo Zhang, Yu Zheng, Dekang Q [3]. 
Predicting crowd flows in a city is an important part in traffic 
management and public safety. It employs the residual neural 
network framework to model the temporal closeness, period, 
and trend properties of crowd traffic. The ST-ResNet learns to 
dynamically aggregate the output of the three residual neural 
networks and the model is better and more applicable to the 
crowd flow prediction. Paper [4] presents a novel traffic 
forecast model which is based on long short-term memory 
(LSTM) network. An accurate forecast result enables the 
commuters to make appropriate travel modes, travel routes, 
and departure time. The short-term traffic forecast is one of 
the essential issues in intelligent transportation system. The 
proposed LSTM network considers temporal–spatial 
correlation in traffic system and the LSTM network approach 
for the traffic volume forecast is robust. 
Du Tran, Lubomir Bourdev, Rob Fergus, Lorenzo Torresani, 
Manohar Paluri [5], proposed an effective approach for 
spatiotemporal feature learning using deep 3D Convolution 
network. In this paper a systematic study is conducted to find 
the best temporal kernel length for 3D ConvNets. The C3D 
can model appearance and motion information simultaneously 
and the features of C3D are efficient, compact, and extremely 
simple to use. Paper [6] presents a novel long short-term 
memory neural network to predict travel speed using 
microwave detector data. The LSTM NN is able to learn the 
time series along with the time dependency and then 
automatically determine the optimal time lags. This feature is 
especially wise for traffic prediction problems. To validate the 
effectiveness of the proposed LSTM NN, the authors did a 
study by collecting the data of 1-month traffic speed data with 
the updating frequency of 2 min from two sites in Beijing 
expressway and the first 25 days’ data was utilized for 
training, and the remaining was to test the algorithm 
performance. 
A decentralized deep learning-based method is proposed by 
Mohammadhani Fouladgar, Mostafa Parchami, Ramez 
Elmasri and Amir Ghaderi [7], where each node accurately 
predicts its own block state in the real time based on the 
congestion state of the neighbouring stations. In order to 
achieve higher performance a regularized euclidean loss 
function is proposed to favour the high congestion samples 
over low congestion samples to avoid the impact of the 
unbalanced training dataset. A novel dataset is designed for 
this purpose. Paper [8] puts forward a hybrid spatio-temporal 
method of short-term traffic forecasting, i.e., Dynamic Space- 
Time Autoregressive Integrated Moving Average Model 
(Dynamic STARIMA). This method combines STARIMA 
model and Dynamic Turn Ratio Prediction model (DTRP) to 
enhance the forecasting performance and efficiency on urban 
intersections. The prediction accuracy of Dynamic STARIMA 
model is generally satisfying compared to other forecasting 
methods, which testifies the advantage and practicability of 
the proposed model. 

Junping Zhang, Fei-Yue Wang, Kunfeng Wang, Wei-Hua Lin, 
Xin Xu, and Cheng Chen [9] did a survey on the development 
of D2ITS, discussing the functionality of its key components 
and some deployment issues associated with D2ITS. Future 
research directions for the development of D2ITS is also 
presented in this paper. The authors Shuiwang Ji, Wei Xu, 
Ming Yang and Kai Yu [10] developed a novel 3D CNN 
model for action recognition. This model extracts features 
from both the spatial and the temporal dimensions by 
performing 3D convolutions, thereby capturing the motion 
information encoded in multiple adjacent frames. The 
developed model generates multiple channels of information 
from the input frames, and the final feature representation 
combines information from all channels. To further boost the 
performance, the authors proposes the regularizing outputs 
with high-level features and combining the predictions of a 
variety of different models. 

 
III. PROPOSED SYSTEM 

 
Convolution neural network 

Convolution neural networks have been a great achievement 
in visual recognition tasks. The logic for using this CNN is 
that the images have a sense of locality that is, the pixels 
which are closer to each other are more related. CNNs are able 
to capture this by convolution operations and the local region 
that comes into consideration which depends upon the kernel 
size. 

 
Video motion Analysis 

Video motion analysis is a technique which is used to get the 
information about moving objects from the video. In fig 1 it 
shows that an input video (which contains an information 
about the traffic) is passed to the video motion analysis, then 
the video motion analysis extract the information about the 
moving objects from the video and a GPS is connected to it  
for getting some unusual happening occurred on the road. 

 

Fig 1 Proposed System. 
 

SIFT 

The scale-invariant feature transform (SIFT) is a feature 
detection algorithm which is used in computer vision to detect 
and describe the local features of an image. In fig 1 it is used 
to extract the spatial and temporal features from the output 
given by the video motion analysis. 
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    Linear Regression 

Linear Regression is a linear approach which quantifies the 
relationship between a scalar response and one or more 
explanatory variables. In fig 1 it is used to get a graphical 
representation. Here the dependent variable is number of 
vehicles, number of humans and the independent variable is 
spatial and temporal features. 

 
Semantic Segmentation 

Semantic segmentation is the task of assigning each pixel into 
a class where it belongs. A basic technique in this is that there 
will be an encoder followed by a decoder whose output will be 
an assignment at the pixel level. Here the feature vector 
representation of each object present in the image gets 
separated from other objects and brings the similar objects 
closer to it, this is where the encoder comes into action. It 
converts the color image representation to some latent space 
representation in which the features of the similar object are 
closer and the distinct objects are far away from each other. 
Once the features are in some latent space which separates the 
distinct objects and propagate the information to pixel level 
and this is where the decoder comes into action. 

 
Graph Convolution Unit (GCU) 

The GCU operates only on a graph like structure and there are 
three major steps in GCU that is Graph projection, Graph 
Convolution and Graph re-projection. In fig 1 GCU collects 
the information and converts it into a graphical format from 
where we get an output as a graphical representation of traffic 
data. 

 
IV. CONCLUSION 

In this paper, a novel deep learning framework ST-GCU  
is proposed for traffic prediction. The proposed is also used to 
tackle the time series prediction problem in the traffic domain. 
The STGCU effectively captures the comprehensive spatio- 
temporal correlations. Theoretically this proposed system will 
provide an accurate traffic prediction and it will be easy to 
identify the key features in it. It also achieves faster training, 
easier convergence and few parameters with flexibility and 
scalability. 
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Abstract—This paper is a comprehensive study on a different 
technique for identifying camouflaged objects. Camouflage is a 
background matching process. Here objects are seamlessly 
embedded in their surroundings. The high intrinsic similarities 
between the target object and the background make 
COD(camouflaged object detection) far more challenging than 
the traditional object detection task. For identifying a cam- 
ouflaged object different methods like handcrafted method, 
unsupervised learning, supervised learning are considered. Visual 
characteristics of camouflaged objects make detection and track- 
ing tasks more difficult. Due to such complexity, less work has 
been done to attempt visual camouflage breaking in the literature. 
Nowadays deep features are considered for COD and research   
is done in this area.

Index Terms—Camouflaged object, Object detection, Convex- 
ity, GLCM, DWT, Deeplearning.

I. INTRODUCTION

Object detection is a computer vision technique that allows 
us to identify and locate objects in an image or video. With this 
kind of identification and localization, object detection can be 
used to count objects in a scene and determine and track their 
precise locations, all while accurately labeling them. The term 
”Camouflage ” was originally used to describe the behavior   
of an animal or insect trying to hide from its surroundings to 
hunt or avoid being hunted[1]. Camouflaged object detection 
(COD), which aims to identify objects that are “seamlessly” 
embedded in their surroundings. The high intrinsic similarities 
between the target object and the background make COD far 
more challenging than the traditional object detection task[2]. 
Addressing camouflaged object detection requires a significant 
amount of visual perception knowledge.

Autonomously detecting/segmenting camouflaged objects is 
thus a difficult task where discriminative features do not play 
an important role. While detecting camouflaged objects is 
technically challenging, on the one hand, it is beneficial in 
various applications such as medical image segmentation, 
search engine, etc. This paper is a study on the various 
technologies used for identifying object detection.

II.

CAMOUFLAGED OBJECT 
DETECTION TECHNIQUE

Visual features of camouflaged objects are very much 
similar to the background. Due to the similarity in visual 
features (intensity, color, texture, etc), less work has been 
done to attempt visual camouflage breaking in the literature[3]. 
Here classifying camouflage object detection method based on 
these visual features and deep learning basis.

A. Convexity-Based Visual Camouflage Breaking
Some animals use apathetic coloring especially to prevent 

their detection by gray level convexity. Based on the convexity 
method visual camouflage breaking did use convexity of 
intensity function. To detect 3D convex or concave objects 
under strong camouflage, an operator (“Darg”)[4]  is  used. 
The Darg operator is defined by the sum of Yarg, rotated     0°, 
90°, 180°, and 270°. Yarg is the y-derivative of the polar 
coordinates of the gradient argument of the original image. 
Yarg detects the zero-crossing of the gradient argument. Thus 
Yarg detects convexity because the zero-crossing of the 1st 
derivative determines the local minimum and local maximum 
of the original function. Once the Darg output is obtained, 
then threshold the image to find the most convex points. 
Therefore any object of interest should be labeled by this 
method, whether camouflaged or not. Darg can fully utilize the 
representative image gray level represented by the convexity 
structure of the target, set up an appropriate threshold to 
eliminate the influence of the background noise by the median 
filtering through the gray face of the target image and realize 
the effective detection and identification of the convexity tar- 
get. Darg operator is applied directly to the intensity function. 
Darg is based on the 3D structure of objects and responds to 
smooth 3D convex or concave domains. The operator is not 
limited to any particular light source or reflectance function.  
It does not attempt to restore the 3D scene. The purpose of the 
operator is the detection of convex or concave objects in 
highly cluttered scenes, and in particular under camouflage 
conditions. The method does not extract the object completely 
and some threshold must be determined, which may change
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the results. Convexity-based camouflage breaking was found 
very robust and in many cases much more effective than an 
edge-based detection operator.

B. Texture Segmentation by Multiscale Aggregation of Filter 
Responses and Shape Elements

Texture segmentation is a difficult problem, as is apparent 
from camouflage pictures. A textured region can contain 
texture elements of various sizes, each of which can itself      
be textured. Meirav Galun, Eitan Sharon, and others in [6] 
explained discrimination of texture segment in the image by 
Multiscale aggregation of filter response and shape element. 
Texture properties are computed at multiple scales and their 
features are used to identify larger texture properties. Further- 
more, the process identifies the shape of texture components 
and discriminates them by their size, aspect ratio, orienta- 
tion, brightness and then uses various statistical features to 
distinguish among different textures. The approach can be 
used for the recognition and retrieval of the same texture 
segment. The problem with the method is how to mix the 
various statistical features into a single weight. To enhance  
this method additional statistics can be incorporated[5].

C. Multiple camouflage breaking using co-occurrence matrix 
and Canny Edge detector

The co-occurrence and Canny method is a simple algorithm 
that creates a good outline of the object, but it does not extract 
the object, it must have the known background and has only 
been tested on synthetic images and may not be effective in the 
real application[7]. The method can be broken into two parts. 
The first part determines if there is a camouflage object within 
the image by calculating the gray level co-occurrence matrix of 
the image and comparing it with the gray level co-occurrence 
matrix of the background. Once it is known that there is a  
camouflage object within the image then the second part of 
the process begins. The second part consists of a repeated 
application of the Canny edge detection operator until effective 
visualization of the camouflage objects is achieved. The co- 
occurrence matrix is used to analyze the texture present in the 
given image, whereas the Canny edge detector is considered to 
defect the edges. A combination of both co-occurrence matrix 
and canny edge detector enhances the separability between 
objects containing a different kinds of textures. Though the 
method provides a good result for synthetic images, it is not 
applied to real-life data. Also, background information needs 
to be known before executing data.

D. Color and Intensity based camouflaged detection
Colour and intensity play a major role in the identification 

of objects. The method addresses the problem when the 
foreground object pixel and background object pixel have the 
same intensity. In the color and intensity-based method[8], 
camouflage is divided into dark and light camouflage. Dark 
camouflage appears when the pixel has less intensity and 
disguised into a shadow. Light Camouflage appears when the 
foreground pixel intensity is brighter than the background pixel

intensity. With the help of normalized chromaticity measures 
and normalized intensities from the color-intensity model, 
foreground detection is achieved and then applying the pixel 
classification technique to extract the camouflaged portion. It 
does not work properly with intense shadow and light. It may 
be enhanced by considering the cue, corner, and edges of the 
image.

E. Use of GLCM and Dendrogram in camouflage detection
To detect the camouflaged portion from a given image and 

to extract it from the background image frame uses GLCM and 
dendrogram method[9]. In the method, camouflage breaking 
or de camouflaging is carried out in an unsupervised way,     
the meaning of unsupervised is that we do not have any 
information about either the camouflaged part in the image    
or features of normal background. Firstly converted the input 
image into a grayscale image then divide an image into 16 
equal blocks and calculate the GLCM value for each block of 
image frame then mean is computed for each block. Finally, 
the dendrogram is plotted for mean values of each block and 
the largest individual block of the dendrogram is mark now 
combine the adjacent blocks. The method is not feasible for  
an image that contains an intense shade effect. The success 
rate of this method to identify camouflage portion is 70%

F. Bayes classification and Gaussian mixture model for back 
ground observartion

Bayesian classification is based on Bayes’ Theorem. 
Bayesian classifiers are the statistical classifiers. Bayesian 
classifiers can predict class membership probabilities such as 
the probability that a given tuple belongs to a particular class. 
Gaussian mixture model (GMM) was proposed for background 
subtraction.  Guo, Yaling Dou, and others have proposed a 
method to divide foreground from Background in visual 
surveillances [10] application by using Bayes classification 
and Gaussian mixture model for background observation, 
however because of camouflage it is very difficult to choose a 
threshold to divide foreground from background. Generally   
in visual surveillance applications problem of camouflage 
appears when the colour properties of foreground object are 
similar to background image frame. So propose the method   
to reduce variances in background image frame by averaging 
video frames in sequence. In this way reduced probability of 
camouflage but enhancement in this work is required.

G. Color, edge and intensity based background subtraction
The background subtraction method is based on color 

features and edge features of an image[12][15]. The approach 
focused on foreground subtraction from a background in 
visual surveillances. Whenever the color of foreground and 
background are the same, a camouflage problem occurs, to 
solve this problem a model based on the color, edge, and 
intensity features was proposed. The technique detects shadow 
images and low contrast images to discriminate between fore- 
ground and background. The algorithm overcomes the problem 
of shadow effect in identifying the camouflaged image of
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P. Sengottuvelan method (Performance of Decamouflaging 
through Exploratory Image Analysis).

Another technique to detect the camouflaged target is based 
on these features[11]. Here, a higher threshold value is used  
to detect pixel which is certainly in the foreground. The lower 
one is considered to detect uncertain pixels. Then, the quasi- 
connected component is taken into consideration to get the 
camouflaged target. In this case, detection accuracy is also 
highly dependent on the threshold. The selection of the proper 
threshold value itself is a problem. For slow-moving objects, 
the method fails to detect objects[3].

H. Weight structural similarity (WSSIM) to find camouflage 
texture

Camouflage texture evaluation method based on WSSIM
[13] is given to access the effects of camouflage texture. The 
method is based on human visual model. In the method 
differences of background image and camouflage textures are 
evaluated to understand what features of camouflage texture 
have the greatest effect on detection. Structural features like 
average luminance, standard deviation, correlation, entropy of 
given natural image frame can be utilized to detect the 
camouflage texture. The camouflage texture is compared with 
each block of the background with same size to get the whole 
evaluation result. The method is helpful for evaluation and 
design of the camouflage texture.

I. Detection of motion camouflage by Optical Flow model
The optical flow model [15] is used to detect motion patterns 

of the object and the background. Based on the magnitude and 
location of the optical flow, motion patterns are clustered and 
detect the camouflaged object. After that, the Kalman filter is 
used to improve the detection accuracy . However the accuracy 
of the model depend on the results of optical flow. For slow 
moving objects and objects with camera motion, the method 
fails to provide excellent results.

J. Object detection using top down information based on EM 
(Expectation Maximization) Framework

Object detection scheme that integrates the top-down infor- 
mation based on the expectation maximization (EM) frame- 
work, by integrating spatial, top-down, spectral features of an 
image for the foreground object detection based on back- 
ground[16]. In the method based on state of each target, top 
down information is incorporated in the object model to build 
expectation maximization framework to construct foreground 
model. This foreground model can improve the detection of 
camouflage portion. The method is basically for the visual 
surveillance application but they also describe how to handle 
camouflage problem. Limitation of the proposed method is if 
component of the object shape is obscure then detection of 
camouflage may not be accurate.

K. Texture guided weighted voting (TGWV)
A texture-guided weighted voting (TGWV)method to detect 
foreground objects in camouflaged scenes. The method

employed the stationary wavelet transform to decompose the 
image into frequency bands. Observed that small and hardly 
noticeable differences between foreground and background in 
the image domain could be effectively captured in certain 
wavelet frequency bands. Finally, the foreground is detected 
using a weighted voting scheme based on the intensity and 
texture of all the wavelet bands. Experimental results demon- 
strate that the method achieves superior performance compared 
to the current state-of-the-art results[17].

III. CAMOUFLAGED OBJECT DETECTION BASED 
ON DEEP LEARNING MODELS

Deep learning has been widely used in computer vision, 
machine translation, speech recognition, and other fields and 
achieved good results. The deep learning method is adopted  
to detect camouflaged object which can extract deep features 
automatically. In deep learning, a depth feature is learned by 
the network from the extensive training images. The deep 
feature is more generic than the hand-crafted features. It works 
better than hand-crafted features (color, texture, motion, and 
gradient)[3].

A. Bio-Inspired Camouflaged Object Segmentation
A simple and flexible end-to-end network, namely Mir- 

rorNet, for camouflaged object segmentation. Bio-inspired 
MirrorNet leverages both instance segmentation and mirror 
stream to segment camouflaged objects in images[18]. Differ- 
ently from existing networks for segmentation, the network 
possesses two segmentation streams: the mainstream and the 
mirror stream corresponding with the original image and its 
flipped image, respectively. The output from the mirror stream 
is then fused into the mainstream’s result for the final 
camouflage map to boost up the segmentation accuracy. 
Extensive experiments were conducted on the public CAMO 
dataset to demonstrate the effectiveness of the network. The 
method achieves 89% accuracy, outperforming the state-of- 
the-art.

B. Camouflaged Object Detection
A novel deep based model specifically, provided a new 

challenging and densely annotated COD10K dataset contains 
10K images covering 78 camouflaged object categories, such 
as aquatic, flying, amphibians, and terrestrial, etc. All the 
camouflaged images are hierarchically annotated with cate- 
gory, bounding-box, object-level, and instance-level labels. For 
conducting a large-scale evaluation, developed a simple but 
efficient end-to-end SINet framework. Compared with existing 
cutting-edge baselines, SINet is competitive and generates 
more visually favorable results. The above contributions offer 
the community an opportunity to design new models for the 
COD task.

IV. CONCLUSION
Camouflaged objects, have a lot of similarities with the 

background, making them difficult to detect. It requires a lot of 
knowledge about visual perception to do Camouflaged Object
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Detection (COD). As the color, texture, and shape of the 
camouflaged objects are very much similar to its surrounding, 
a technique based on handcrafted features are unable to extract 
camouflaged object well. Most of the discussed methods work 
well for partial camouflage images but not applicable for fully 
camouflage images. So supervised learning methods are used 
to extract more features in-depth. Deep features are considered 
nowadays for identifying the camouflaged object. The main 
problem with this deep learning approach is the availability of 
a large database. Researchers acknowledge that there are more 
areas to explore. COD help to find and protect rare species    
in nature, detecting apples in orchards, help in search and 
rescue missions, or improve search results of search engines. 
With more understanding of the human visual system, sure 
that COD will become even better in the future.

REFERENCES

[1] S. Singh, C. Dhawale, and S. Misra, “Survey of object detection methods 
in camouflaged image,” Journal of IERI Procedia, vol. 4, pp. 351 – 357, 
2013.

[2] D.-P. Fan, G.-P. Ji, G. Sun, M.-M. Cheng, J. Shen, and
L. Shao,“Camouflaged object detection,” in proceedings of the 
IEEE/CVFConference on Computer Vision and Pattern Recognition 
(CVPR), June 2020.

[3] Ajoy Mondal,Camouflaged Object Detection and Tracking: A Sur- 
vey.International Journal of Image and Graphics Vol. 20, No. 4 (2020) 
2050028.

[4] Ariel Tankus and Yehezkel Yeshurun Convexity based Visual Cam- 
ouflage Breaking Pattern Recognition Proceedings. 15th International 
Conference Page(s): 454-457 vol.1 2000 IEEE.

[5] Sujit K.SinghaChitra A.DhawalebSanjayMisrac,Survey of Object Detec- 
tion Methods in Camouflaged Image, IERI Procedia 4 ( 2013 ) 351 – 
357 .

[6] Meirav Galun, Eitan Sharon, Ronen Basri, Achi Brandt Texture Seg- 
mentation by Multiscale Aggregation of Filter Responses and Shape 
Elements Proceedings of the Ninth IEEE International Conference on 
Computer Vision (ICCV’03) 2003 IEEE.

[7] Nagappa U. Bhajantri and P Nagabhusan Camouflage Defect Identifi- 
cation: A Novel Approach 9th International Conference on Information 
Technology (ICIT’06)0-7695-2635-7/06 2006 IEEE.

[8] I. Huerta, D. Rowe, M. Mozerov, and J. Gonzalez Improving Back- 
ground Subtraction Based on a Casuistry of Color-Motion Segmentation 
Problems IbPRIA ‘07 Proceedings of the 3rd Iberian conference on 
Pattern Recognition and Image Analysis, Part II Pages 475-482 Springer- 
Verlag Berlin, Heidelberg 2007.

[9] P. Sengottuvelan, Amitabh Wahi and A. Shanmugan Performance of 
Decamouflaging Through Exploratory Image Analysis in IEEE, DOI 
10.1109/ICETET 2008.

[10] Hongxing  Guo,  Yaling  Dou,  Ting  Tian,  Jingli  Zhou,  Shegsheng  Yu 
A Robust Foreground Segmentation Method by Temporal Averaging 
Multiple Video Frames ICALIP 2008 IEEE.

[11] T. E. Boult, R. J. Micheals, X. Gao and M. Eckmann, Into the woods: 
Visual surveillance of non cooperative and camouflaged targets in 
complex outdoor settings,”Proc.IEEE89(10), 1382–1402 (2001).

[12] P. Siricharon, S. Aramvith, T.H. Chalidabhongse and S. Siddhichai . 
Robust Outdoor Human Segmentation based on Color- based Statistics 
Approach and Edge Combination 978-1-4244-6878-2/10 2010 IEEE.

[13] Song Liming and Geng Weidong A new camouflage Texture Evaluation 
Method Based on WSSIM and Nature Image Features Multimedia 
Technology (ICMT), International Conference Page(s): 1 – 4 Cited by   
1 IEEE 2010.

[14] Pan, Y. Chen, Q. Fu, P. Zhang and X. Xu, Study on the camouflaged  
target detection method based on 3D convexity,”Mod. Appl. Sci.5(4), 
152–156 (2011).

[15] Jianqin Yin Yanbin Han Wendi Hou Jinping Li Detection of the Mobile 
Object with Camouflage Color under Dynamic Background Based on 
Optical Flow” Advanced in control Engineering and Information Science 
Elsevier 2011.

[16]

Zhou Liu, Kaiqi Huang and Tieniu Tan Foreground Object Detection 
Using Top-down Information Based on EM Framework IEEE Transac- 
tions on Image Processing 2011.

[17]. Y. Y. H. W. Hou and J. Li, Detection of the mobile object with cam- 
ouflage color under dynamic background based on optical flow,”Proc. 
Eng.15, 2201–2205 (2011).

[18]Jinnan Yan; Trung-Nghia Le; Khanh-Duy Nguyen; Minh-Triet Tran; 
Thanh-Toan Do; Tam V. Nguyen,MirrorNet: Bio-Inspired Camouflaged 
Object Segmentation,IEEE, 08 March 2021.

2021 Recent Trends in Advanced Computing Technologies 

ISBN: 978-93-5473-994-1 RTACT'21
38



 

SURVEY ON SIGN LANGUAGE RECOGNITION SYSTEM 

Siddiqul Akbar1 Student 
siddiqulakbarn@gmail.com 

Shamna HR2 HOD 
shamnahr@gmail.com

Dept.of Information Technology 
Government Engineering College Barton hill Trivandrum 

 
 

ABSTRACT 
 Sign language (SL) is the way of 
communication used by deaf people 
around the world. They face difficulty 
interacting with others. SL is a fully visual 
language with its grammar that largely 
differs from spoken language. Normal 
people find it difficult to understand the 
sign language and gestures made by deaf 
and dumb people. Innovation of new 
technologies such as smartphones and 
wearable needs to be capable of 
recognizing SL. This will open up the 
opportunity to SL users. The paper is 
based on a survey of the available 
technology that can be used to recognize 
SL. 

1. INTRODUCTION 

 In day-to-day life, humans 
communicate with each other and interact 
with the computer also. Sign Language is 
the most natural way of exchanging 
information among deaf people. But deaf 
people are facing difficulty interacting 
with normal people. That’s why Sign 
Language recognition is used to convert 
gestures into text or speech. The hand is 
the most common part of communication. 

           Mobile computing gives a new face 
to this technology. Many of the new 
smartphones have come with multicore 
chipsets and great cameras. It will help the 
developers to make a more efficient 
system for smart devices. 

           This paper is discussing the work 
done in the area of hand gesture 
recognition which provides an overview of 
this technology. This research area can be 
divided into two broad categories based on 
sign recognition. 

Static sign-based recognition: The 
majority of research to date is conducted 
for the static sign. The system is mostly 
based on skin colour modelling 
techniques. 

Dynamic sign-based recognition: 
Dynamic/ continuous sign-based sign 
language recognition has a lot of potentials 
for research. Some researchers have 
performed some research in the area but a 
lot of aspects yet to get more focused 
work. 

2. SENSOR BASED APPROACH 

 This approach collects the data of 
gestures performed by using different 
sensors. The data is then analysed and 
conclusions are drawn by the recognition 
model. In the case of hand gesture 
recognition, different types of sensors 
were used and placed on the hand, when 
the hand performs any gesture, the data is 
recorded and is then further analysed. Use 
of external hardware causes the natural 
motion of the hand. The major issue is, 
complex gestures are not allowed in this 
method. [1] 

3. VISION BASED APPROACH 

 This approach takes an image from 
the camera as data of gesture. The vision-
based methods mainly concentrate on the 
captured image of gesture and extract the 
main feature and recognize it. The colour 
bands were used at the start of the vision-
based approach. The main disadvantage of 
this method was the standard colour 
should be used on the fingertips. Then the 
use of bare hands is preferred rather than 
the colour bands. [1] 
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4. LITERATURE SURVEY 

 In this paper [2] the sign and hand 
gestures are captured and processed with 
the help of mat lab and converted into 
speech & text form. The feature extraction 
of values of the images is evaluated based 
on 7Hu (7 moments) invariant moment 
technique and the classification techniques 
are applied using K-Nearest Neighbour 
(KNN) is compared with the PNN 
(Probabilistic Neural Network) for the 
accuracy rate. The performance of the 
proposed classifier KNN is decided based 
on various parameters. Parameters can be 
calculated by formulas, using the 7hu 
moment's technique for feature extraction 
will be done, the 7Hu moments are a 
vector of algebraic invariants that added 
regular moment. Hu moments are used in 
the classification [2]. The object is 
assigned to the class by most common 
among its nearest neighbour’s k. 

 

 

 

 

 

 In this paper [3], hand gesture 
recognition can be done by wearing gloves 
this proposed system can work for real-
time translation of Taiwanese sign 
language. The different hand gesture can 
be identified by using the 10 flex sensors 
and inertial sensors which is embedded 
into the glove, it includes three major 
parameters, there are  

1. The posture of fingers 

2. Orientation of the palm 

3. Motion of the hand 

The finger flexion postures can be 
collected from the flex sensors, the palm 
orientation acquired by G-sensor, also the 
motion trajectory acquired by the 
gyroscope are used as the input signals of 

the proposed system. The input signals 
will be gathered and validate or checked 
periodically to see if it is a valid sign 
language gesture or not. The orientations 
of palm-like up, down, right, left, etc. Will 
be identified by using 3D data sequence 
along x-axis y-axis and z-axis. Once all 
these processes are done the sampled 
signal can last longer than a predefined 
clock cycle, and it is regarded as a valid 
hand sign language gesture and will be 
sent to smartphones via Bluetooth for 
gesture identification and speech 
translation. The accuracy for gesture 
recognition in this proposed system is up 
to 94%. 

In this paper [4] a vision-based 
approach is developed for performing 
various computer functions with the aim of 
human-computer interaction. The human-
computer interaction aims at an easy way 
of interaction with the system. Image 
segmentation and feature extraction can 
done by using this technology.  There are 
few steps are involved in this interaction 
method: 

• Convert the binary image from the 
coloured images 

• Find the outline of the binary 
image and draw this on another blank 
frame 

• Find the centre of mass of the hand 

• Find and draw the hull problem 
and convexity issue on a blank image 

• Define and manipulate centre 
points which can be used in gesture control 

There are few parameters to be 
considered: 

• Point start-Point of curves where 
the convexity defect begins 

• Point end-Point of contour where 
the convexity issue ends 

• Point far-Point within the defect 
which is far from the hull problem 

Image 

capture 

Image pre- 

processing 

Feature 

Extraction 

Classification Recognition 

of gestures 

Feature 

Extraction 

Text 

Database Speech 
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• Depth-Distance between the 
convex hulls i.e. the outermost 
points and the farthest points 
within the shape. 

These points can be used as parameters for 
designing hand gestures for computer 
control. 

 In this paper [5], a vision-based 
sign language recognition system using 
LABVIEW for sign language is present. 
The goal of this project is to develop new 
vision-based technology for recognizing 
and translating continuous sign language 
to text. Although the deaf, who can hear 
and hearing signers can communicate 
without problems among themselves, there 
is a serious challenge for the deaf 
community trying to integrate into 
educational, social, and work 
environments.  

Environmental Setup: 

The image acquisition process has many 
concerns such as the position of the 
camera, lighting sensitivity, and 
background condition. 

Result: 

This sign language translator can translate 
alphabets (A-Z/a-z) and numbers (0-9). All 
the signs can be translated in real-time. 
This system has only been trained on a 
small database. This is a wearable system 
that provides the greatest utility for 
automated sign language to spoken 
language translators. A signer can wear 
this whenever communicating with a non-
signer might be necessary. 

 In this paper [6] there are two 
feature descriptors used Histograms of 
Oriented Gradients and Scale Invariant 
Feature Transform. The algorithm 
implemented in KNN uses HOG features 
for an image and classifies them using the 
SVM technique. The algorithm 
implemented to recognize the gestures of 
Indian Sign Language is of static images in 
the proposed system. 

Result: 

Without categorizing into single and 
double-handed gestures: 

• Accuracy using the KNN algorithm 
of HOG features of images is 
78.84% and that for SIFT gave 
80%. 

• After classifying into single and 
double-handed gestures 

• HOG gave100% for single-handed 
82.77% for double-handed 

• SIFT gave 92.50% for single-
handed 75.55% for double-handed 

• Fusion of both gave 97.50% for 
single-handed and 91.11% for 
double handed 

 

This paper [7] describes a new method of 
developing wearable sensor gloves for 
detecting hand gestures which use British 
and Indian sign language system. The 
outputs are produced in the text format 
using LCD and audio format using the 
APR9600 module. The hand gesture or 
hand signs are converted to electrical 
signals using a flex sensor. These electrical 
signals are processed to produce the proper 
audio and text outputs. The paper employs 
a method of tuning to improve the 
accuracy of detecting hand gestures. 

A glove with a flex sensor is used to detect 
the signs made by the person. Gestures 
that are made are converted to equivalent 
electrical signals by the sensor. 
MSP430F149 pins take the signals as 
input. For different gestures the signals are 
different. 
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 This paper [8] tells about the first 
data-driven automatic sign language to the 
speech translation system. They have 
combined an SL (sign-language) 
recognizing framework with a state-of-art 
phrased-based machine translation (MT) 
system using corpora (complete written 
work) of both American Sign Language 
and Irish sign language data. They have 
also explained about vision-based 
knowledge sources. They also inform us 
about the challenges that come down when 
a deaf and hearing person communicates. 
They have suggested that a data-driven 
output recognizer is not easily 
comprehensible because of different 
grammar and annotation formats. 

Sign Language Transcription: There is a 
lack of a formally adopted writing system 
of SL. Some attempts have been take place 
to describe the hand form location and 
articulation moment. Despite this they fall 
short to be used in computational hence 
they adopt annotation. In annotation 
manual transcription of sign language is 
taken from video data. 4 methods are 
implemented: 

1. MT for English sign language of the 
Netherland 

2. SMT (statistical machine translation) for 
German sign language 

3. (Chiu) Chinese and Taiwanese sign 
language system 

4. (san-Segundo) for Spanish and Spanish 
sign language 

Result: 

The size of RWTH-Boston 104 is small to 
make a reliable assumption. At very least 
to show that SMT is capable to work as a 
middle step for a sign-to-speech system. 
For extremely small training data the 
resulting translation quality is sensible. 
Moreover, sign language produces quite a 
large effect known as articulation. 

 

5. CONCLUSION 

 This paper deals with the different 
algorithms and the techniques that can be 
used for recognizing the sign language and 
the hand gesture made by different deaf 
and dumb people. A hand gesture 
recognition system is considered a way for 
a more intuitive and proficient human-
computer interaction tool. The range of 
applications includes virtual prototyping, 
sign language analysis, and medical 
training. Sign language is one of the tools 
of communication for physically impaired, 
deaf, and dumb people. From the above 
consideration, it is clear that vision-based 
hand gesture recognition has made 
remarkable progress in the field of hand 
gesture recognition. 
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Abstract—A Cyber Attack is a sudden attempt launched by cy-
bercriminals against multiple computers or networks. According
to evolution of cyber space, insider attack is the most serious
attack faced by end users, all over the world. Insider that
perform attack have certain advantage over other attack since
they familiar system policies and procedures. It is performed
by authorized person such as current working employee, pre-
working employee and business organizations. Cyber security
reports shows that both US federal Agency as well as different
organizations faces insider threat. Compromised Users, careless
Users and malicious Users are some of the ground for insider
attack. User-Centric insider threat detection based on data
granularity provide a new extent for insider detection since data
is analysed on it’s depth. but, improper selection of feature is a
demerit. As a result, Data granularity with two stage confirmation
method is used in the proposed system. In the first stage dual
filtering using Hidden markov model and fuzzy logic is involved.
In the second stage, the predicted output from first stage is
again checked using profile-to-profile or template-to-template
comparison.The selection of user’s information as well as triple
feature for generating training set is an additional advantage of
the proposed approach. Two stage confirmation leads to increase
in performance measure with very low false positive rate.

Index Terms—Cyber Security, Machine Learning (ML), Hid-
den Markov Model, Fuzzy logic.

I. INTRODUCTION

Securing information from unauthorized access is known as

information Security. The practice of stopping the disclosure,

disruption, modification, inspection and destruction of

information without knowledge of user. Information can

be anything like user’s details, profile on social media,

data in mobile phone or biometrics etc. Authentication

and authorization are essence of information security.

Authentication does the duty of confirming a person’s identity

while authorization does the work of providing appropriate

privileges to an individual after verifying the person’s identity.

Cyber Security is the approach of technologies to check and

to safeguard systems, networks, devices and data from cyber

attacks. A cyber attack can illegally damage computers, steal

data, or use a breached computer as a starting point for

other attacks. Cyber Security is the state of safeguarding and

recovering computer system from any type of cyber attack.

Cyber attack can be divided in to insider as well as outsider

attack. There are different type of cyber attack such as

Phishing, Manin-the-middle attack, Denial-of-service attack

etc. According to the evolution of cyber space Insider attack

is the most promising attack faced by user’s in today’s world.

A threat that originates inside the industry or government

firms, and causes exploitation is known as internal Cyber

threat or internal cyber attack. Insiders that perform attacks

have a dominance over external attackers because they have

approved system access and also may be familiar with web

architecture and system guidelines. Moreover, there may be

fewer safety against internal cyber attacks because many

firm focal point is on protection from exterior attacks.As

claimed by Clearswift Insider Threat Index (CITI) [25] annual

report 74% of data security breaches in past 12 months were

originated by insiders. Source of attack or behavior of

attack are used to classify security attack. Source defines the

place from which attack originate and behavior defines the

aggressive behavior which leads to forceful access of data.

Attacks are classified as insider or external attack in case of

the former and in the case of the latter, they are classified

as active or passive attacks. External attack originate from

the outside the organization and some of the important

external attack are network security attacks, physical security

attacks, etc. A malicious attack caused by an individual

within the organization is known as insider Insider may be a

current working employee , a former employee or a business

associate. Whereas, Active attack has more importance

over passive attack as it tries to modify the content of the

messages. In case of Passive attack, an attacker observes the

messages or it’s content and subsequent retransmission takes

place.

According to cyber security report , 25% of all the attacks to

organizations are due to insider and their number is increasing

day by day. It is very much importance in the current era .

According to recently published report of IBM, because of

COVID- 19, 53% of employees are working from their home

using personal laptops and 61% employees haven’t provide

tools to properly secure those devices. Which leads to loss of

secure data and it is done by a known person. Actually insider

threats have been an issue for companies long back, but they

have gain more strength after the system gotten increasingly

interconnected. The study sponsored by Ponemon Institute

which was sponsored by IBM explains that insider-related

incidents costs $4.3 million in year 2016. According 2018,
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cost for these internal cyber attacks was $8.7 million. This

is the big take away and the data breach cost is trending

upwards both in the US as well as globally. In 2019 also

the number of attacker is increasing tremendously , which

leads to increasing in lose that was faced by organization.

Same time user’s or each individual may effected by insider

attack or an internal friend who behave as an attacker. User’s

personal information or credentials are traced by the attacker

with out the knowledge of user. As a result, the user may also

face many problems such as lose of money or their personal

properties etc. Different techniques are introduced prevent

insider and their harmful attack.

The objective of this paper is to understanding the

harmful effect of internal cyber attack. The lose which

is faced by individual or organization over years. Analysing

different work to understand the move made by an insider.

Understanding what are the differents methods used by

business organization to prevent insider before attack takes

places. To propose a new and advance techniques to detect

insider and reduces the harmful effect. To bring forward

a novel two stage confirmation techniques to protect from

insiders.

The important contributions of this paper are outline as

follows:

• We first give a brief idea of the Cyber Security, followed

by providing knowledge about insider as well as outsider

attack.

• we provides an information about different type of insid-

ers which exist in the organization.

• We present a novel approach using two stage confirmation

to protect from internal cyber attack.

• We mention the use of two important machine learning

algorithm that is fuzzy and markov model.

• We bring the use of the concept anomaly based detection

and misuse detection in the second stage of confirmation.

• We mention the advantage of data granularity and proper

selection of user’s information and triple features for

detection of insider.

• Finally, we illustrates a theoretical analysis between the

existing and the proposed insider detection models.

The remainder of the paper is Section 2 describes the Method

Of study. Section 3 provides an overview of Insider Cyber

Attack. Section 4 describes the related works explaining

different insider detection techniques. Section 5 explains the

proposed insider attack detection method. Section 6 illustrates

the theoretical analysis performed between the existing and

the proposed insider detection models. Section 7 concludes

the paper and provides future directions.

II. METHOD OF STUDY

This paper propose a novel approach for insider detection

using two stage confirmation. The objective is to propose

a new approach which tackle the problem in the existing

approach and improves the efficiency. The reviewed papers

concentrate on diverse task which have been considered to

study the negative effect of insider attack (Internal Cyber

attack) to organization such as lose in money, reputation

and secret files and data of companies. The findings of

these work are very effective on learning the issues and

increasing estimate to address solution. We spend most

of time to explore different facts such as Taylor and

francis, Elsevier, Science Direct, Springer, IEEE Explore,

and other computer science journals and conference. In

searching sentences and keywords we used application of

cyber security in organization and government agencies. We

inspect each and every article’s reference list to recognize

any potentially applicable research or journal title. The

publication periods taken into consideration is 2010 to 2021.

For exploring different we collect abstract and keywords of

PDF, reports, documents and Full length paper. Furthermore,

in searching different information for getting content we used

journal, conferences paper, workshop papers, topics related

publication, expert lectures by expert or talks and other topic

related communities such as Overview of insider attack,

Insider attack challenge to organization, Insider and Outsider

Data Security threats. Different video and lecture class related

to the harmful effect of insider, paved the way for research

work. Different review and research paper on reputed journal

enable us to understand the demerit of existing system

and draw back of proper selection of feature. So, for this

research, we collect information from two sources and take

the application of machine learning to do this research with

all sincerity.

III. OVERVIEW OF INSIDER ATTACK

Attack that originates inside the industry or government

firms, and causes exploitation is known as internal Cyber

threat or internal cyber attack. Insiders have dominance over

external attackers because they have permitted system access

and also be familiar with the architecture of network as well

as system procedures. Moreover, It has less security against

insider attacks when compared with external attack.

Types of Insider Attack are:

• Malicious insider - A Turncloak, who maliciously and

intentionally abuses credentials such as Password , to

steal information for financial or personal reason.

• Careless insider - An innocent user who unknowingly

reveal the system to outside threats. It is common type of

insider threat that arises from mistakes, such as keeping

a device expose. Careless insider may arises when an

employee unknowingly click an insecure link, affecting

the system with malware.

• A mole - A person who is actually an outsider but behave

as an insider to gain access to a privileged network.

Actually the outsider impersonate as a worker in the

organization.
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An insider threat is one of the most expensive types of

attacks and hardest to detect. It mainly occur inside the

organization by peer worker or colleague with our knowledge.

An employ change in to insider due to dissatisfaction in his

work. Due to avoidance of promotion or unnecessary cutting

of income will change their mind. Some times, company may

not provide employee proper reward or sudden termination

may lead the path to an insider. This circumstance of worker

is usually used by other agencies to make him insider. Most

probably legible user become insider because negative effect

environment in which they live.

IV. RELATED WORKS

Insider attack is a cyber attack performed by authorized

person such as current working employee, pre-woring em-

ployee or business organization. Insider or Internal Cyber

attack detection system proposed by several authors and their

merits along with demerits on it’s detection and prevention are

discussed in the following sections.

A. Insider attacks at SC level by using data mining and

forensic techniques

Computer systems select user IDs and passwords as the

login credentials to authenticate users. Mostly,login patterns

are shared by the individuals with the coworkers and request

them to assist co-tasks. As a result, safety of pattern used

is not up to the mark. A legitimate users of a system who

perform malicious action to the system internally, are difficult

to determine as intrusion detection systems and firewalls

detect and destroy harmful action occurs from outside the

system. Fang-Yie Leu et al. [1] propose a system, named

Internal Intrusion Detection and Protection System (IIDPS), to

identify insider or internal threat at system call (SC) level by

mining the data as well as using forensic features.The IIDPS

determine login user is a account holder by comparing with the

users’ personal profiles. User’s usage habit is used as forensic

feature for the detection purpose.The IIDPS is organized by

distinct element such as System call monitor and filter, two

type of server such mining and as well as detection server,

grid for computation purpose, and three repositories are also

used such as log files of user, profiles of user and attacker.

The SC monitor and filter gather SCs submitted to the kernel

and save these SCs in a format which consist of user ID, the

process ID, and the SC passed by the users. User’s inputs is

stored in user’s log file. The mining server check the log data

with data mining techniques to understand the user’s computer

usage habits, which are then stored in the user profile. The

detection server makes a comparison between users’ behavior

patterns with those SC-patterns gathered in the attacker profile

and those in user profiles to detect harmful behaviors and

attacker. When an intrusion is identified, the detection server

alert the SC monitor and filter to separate the harmful user

from the protected system. The purpose is to ban the user

from continuously attacking the system.

Ability of identifying and preventing attack has been an-

alyzed in this paper.This has been done by means of a

experimental testbed, which consists of 12 users to verify the

feasibility and accuracy of the IIDPS and the results shows

that mining of information as well as historic feature are used

for intrusion detection provide strong resistance against threat.

The results also demonstrate that IIDPS can effectively pre-

vent different aforementioned attacks .Detection and mining

speed of approach is high. Similarity scores in this approach

helps to identify unknown user accurately. Accuracy of detec-

tion of attack in IIDPS is 94.29%, and the response time is less

than 0.45 s means it can prevent protected system from insider

attacks effectively and efficiently.IIDPS pay out 0.45 s to spot

a user. The demerits bounded with data mining and forensic

technique is that third-party shell command is not used in

this approach to improve the system performance. IIDPS may

detect inaccurately when user’s habit suddenly changes.

B. Insider Attacks detection in Big Data Systems

Big Data is a gathering of information that is vast in volume,

which is raising exponentially. It is a area with so large

size and complexity that none of data management tools can

process it efficiently. In such a system Information security is

a major opposition for Big Data System. From a customer

point of view one of the main risks in adopting big data

systems is in trusting the provider who protect the information.

Santosh Aditham et al. [2] propose a new system architecture

in which insider or internal cyber attacks can be identified by

using the replication of information on different nodes in the

system. It utilize a two-step threat detection algorithm and a

safe communication protocol to identify processes running in

the system. Atmost two step in which construction of control

instruction is the first step and second step involves their

matching. The first and foremost step in the attack detection

is process profiling, which is conducted independently at

each and every node to identify different attacks and the

second step is hash matching which is performed by replica

data nodes understand about the legitimacy of attack. It is

a combination of independent security modules that work

simultaneously and reside on individual nodes of the system.

Information transferred between the safety element in the

system architecture contain meaningful knowledge about the

analysis of a process. Hence, a public key cryptosystem is

used for secure communication .All information transferred

by node using secure communication channel is encrypted by

using private key and copies of the keys are not available to

anyone. The associated public key will be passed with all other

duplicate nodes that a information node need to communicate.

Actually the proposed security system is a combination of 3

parts that is secure communication protocol, process profiling

and hash matching. The three parts are formed of different

modules that need to be installed in to big data system. Secure

communication protocol is used to send, receives or queue

message. Process profiling is used analyze as well as encrypt

data. Verification and consensus is used to decrypt, verify and

notify about attack.

Different method used to increase the privacy and security

of data in Big Data System.Mean while, providing a positive
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vibe to user who trust Big Data. Techniques used to prevent

insider has been discussed in this paper. This has done by

means of real-world hadoop and spark tests indicate that the

system needs to consider only 20% of the code to understand

a program and suffers 3.28% time overhead and the result

shows that the security system can be built for any big data

system due to its external workflow.

The results also demonstrate that the system detect insider

attacks quickly with low overhead. It aims to provide robust

security for big data systems. The limitation associated with

this approach is that need to provide methods to evaluate sys-

tem on security related benchmarks. Also, lack of commencing

a hardware architecture of security chips that can support the

system.

C. Selective Jamming/Dropping Insider Attacks in Wireless

Mesh Networks

Wireless mesh networks promise to extend high-speed wire-

less connectivity beyond what is possible with the current

WiFi-based infrastructure. However, their unique architectural

features leave them particularly vulnerable to security threats.

Loukas Lazos et al. [3] says that unlocked nature of the

wireless channel leaves it to jamming attacks. Anti-jamming

method include some type of spread spectrum (SS) communi-

cation, in which the signal is passed across a large bandwidth

according to a pseudo-noise (PN) code. SS can protect the

wireless communications safe to make PN codes secret. If an

insider have the knowledge of the commonly shared PN codes

can still make a jamming attacks. WMNs is a combination

of two-tier network architecture. The first tier incorporate

end users, they are also known as stations (STAs), which is

merged with mesh nodes, and known as mesh access points

(MAPs). The second tier or stage is made of a peer-to-peer

interconnections of the MAPs. Connectivity in the second tier

is supported by mid-way routers known as mesh points (MPs),

which connect MAPs (MPs do not receive interrelation from

end users). The interconnection of MAPs and MPs is usually

static in nature , and use different frequency bands to transmit

data and control information. Finally, mesh gateways (MGs)

support connectivity to the wired infrastructure. Internal at-

tacks or Insider attack, which are begin from compromised

nodes, are much more knowledgeable in nature. These attacks

uses ideas of secrets of networks and protocol to carefully and

secretely target critical network. Internal attacks, also known

as insider attacks, cannot only prevent using energetic methods

that focus on network secrets, because the attacker already

have an idea. If selective jamming is not effective due to anti-

jamming measures, an insider can carefully drop packets. Once

a packet has been accessed, the compromised node can audit

the packet headers, classify the packet, and think whether to

pass it or not. Such an action is often termed misbehavior.

Post-reception dropping is less tensile than selective jamming

because the adversary is minimal to dropping only the packets

routed through it.

Ability of selective Jamming or Dropping insider attack in

Wireless mesh network has been analyzed in this paper.

The results also demonstrate that to it helps to avoid the use

of common secrets for protecting broadcast communications.

Limitation bound with approach is that heightened tier of

security comes at the expense of performance. Other one

is accurate behavioral monitoring mechanisms that do not

depend on continuous overhearing, and proper maintenance

and dissemination of reputation metrics.

D. Geo-Social Insider Threat Resilient Access Control

Frame-work (G-SIR)

The most dangerous and costly threat to institutions is

denoted as Insiders. These attacks are carried out by user or

person who has authorized access to the system. Preventing

insider attacks is a discouraging task.Nathalie Baracaldo et

al. [4] propose Framework G-SIR to deter insider threats by

including current and historic geo-social knowledge as part of

the entrance prevention decision process .By analyzing users’

geo-social behavior, insider can be those users whose access

behavior variess from the normal patterns, such anonymous

character can lead to potential insider attackers who may

intentionally carry out harmful activities. Such information

to determine how ethical a user before granting access. The

proposed system consist of AC guideline specification and

enforcement strategy designed to understand users’ geo-social

behavior. The AC component collect present and historic geo-

social interactions to predict whether an access should be

granted or denied. A role may have a spatial scope that

specifies particular locations where it can be activated by users

assigned to it. Geo-Social constraints indicate area that users

assigned to the constrained role cannot visit and user they

cannot frequently meet. Vicinity constraints force a restrictions

on individual that may or may not be at a particular distance

from the requester at the time of an access. Mainly there

are two types of vicinity constraints such as inhibiting and

enabling constraints. Inhibiting constraints gives the idea that

permission needs to be denied, if inhibiting users are identified

in the vicinity. Enabling constraints are used to understand the

importance of permission in the vicinity of the requester. Geo-

social trace based constraints are constraints that a user to go

after a certain geo-social path before they can be authorized

to access a particular resource. Geo-social obligations are

geo-social actions that users need to manage after they have

been granted an permission. All monitoring and likelihood

computations described take place in the Monitoring, Context

and Inference Module. It specifies the context of a user, which

contain information such as the current device used by the

individual, type of connection used, etc. The Access Control

Module is in charge of creating AC decisions.

Ability of identifying and preventing attack in G-SIR has

been proposed in this paper. This has been done means of a

distinct indoor simulator carried out in Java and the results

indicate that this is the first and foremost effort to use geo-

social information to deter insider threats by integrating it into

the AC mechanism.

The results also demonstrate G-SIR is efficient, scalable and

effective to detect insider by including historic and geo-social
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knowledge. It contain various geo-social constraints and en-

forcing these condition helps to minimize the risk of proximity,

social engineering and probing threats. The limitation bound

with this approach is that behavioral knowledge should be

considered at the time AC decisions. However, designing a

system that uses such information without expanding the risk

exposure is a challenging task.

E. Addressing the DAO Insider Attack in RPL’s Internet of

Things Networks

In RPL routing protocol DAO which is a information used

for control are passed by the child nodes to their corresponding

parents to produce descending routes. A harmful insider node

can utilize this characteristics to send fraud DAOs to its parents

periodically, activate those parents to pass the fake messages

to the root node. This characteristics can have a harmful side

effect on the production of the network, power consumption

can be increased drastically, latency, and reliability can be

reduce to an extent.

RPL arrange its physical network into a shape of Directed

Acyclic Graphs (DAGs), If DAG is implant at a single

destination, then it is known as a Destination-Oriented DAG

(DODAG). To incorporate traffic pattern to upward, DODAG

should be constructed,topology centered at network root. The

manufacturing of the DODAG launch with the root multi-

casting control messages called DODAG Information Objects

(DIOs) that is passed to RPLs neighbors. Baraq Ghaleb et

al. [5] demonstrate RPL node as a available stopping place

from the root. An important reality of transferring a DAO

message by a child node will leads to passing of many copies

of DAOs that is equivalent to the number of intermediate

parent nodes. An oponent can utilize this information to harm

other network continuously transmitting DAOs to its parent

node. In order to determine a DAO internal attack in RPL, a

new approach called SecRPL is used, that prevent the count of

forwarded DAOs by a parent. In fact, there are two opinion for

appling this restriction. Former is to regulate the total count of

transmitted DAOs regardless of the source node, the second

is to prevent the count of transmitted DAO per destination.

Second option is better compared to previous option and result

in preventing some DAOs coming from non malicious junction

or node. It may also leads to block DAOs of some nodes

and no effect to some others DAO. . In addition, parent node

maintain a counter with each child node in its sub-DODAG.

Incase, If the number of forwarded DAOs exceeds threshold

value, the parent discards any DAO message. It also make clear

that no node will be blocked due to the time factor, after two

consecutive DIOs, counter is reset . Mainly, when the parent

node pass a DIO message, all child node counter are reset.

F. Securing Wireless Medium Access Control Against Insider

Denial-of-Service Attacks

An malicious user (attacker) who default the network can

start more harmful denial-of-service (DoS) attacks than a

External user by passing large amount reservation requests to

block the bandwidth.

SecureMAC is an approach used to protect against such insider

threats. It consist of four components such as channelization

which is used to block large reservations, randomization

method is used to counter reactive targeted jamming, coor-

dination perform duty to to prevent control-message aware

jamming and again over reserved and under-reserved spectrum

should be solved and assignment of power to find out each

node’s contribution to the particular power. Sang-Yoon Chang

et al. [6] demonstrate a general handshake-based MAC frame-

work where it denote how to send a packet, how the transmitter

shows a MAC-layer decision based on its observations and the

knowledge from previous transmission rounds. Save as well as

reserve the channels for data transmission. Reserved channels

is used for transmission of data packets and feedback is gain

from the receiver as well as the network.

In wireless MAC, an internal attacker can carry out the

following actions that are more damaging than those from

an external users. False reservation injection means holding

the channel resources without operating them, false feedback

distribution consist of announcing wrong data to twist the

action on MAC control to the attacker’s favor , and MAC-

aware jamming where jamming is based up on to the received

control messages. False reservation hide bandwidth to actual

users and takes small insider resources and use network

resources out of proportion to attacker effort, it is more

efficient mistake than jamming. The goal of channelization

is to distribute spectrum bandwidth to each user proportional

according to their power capability, guarantee a specific power

spectral density. Channelization actions are made only once

per round.The coordination solve these problems by enhancing

the bandwidth allocation and the randomization output solving

certain conflicting reservations and sharing transmission to

area that would otherwise be not utilized.. Finally, after

each round of information transmission is over, each junction

carryout power attribution to calculate the count of power

contributed for communication of data by each node.

G. Securing VPN from insider bandwidth flooding attack

The insider attack is launched by users residing within

the trusted zone of the VPN site. They are the legitimate

users of the VPN service. Flooding packets are used for

easily attacking the VPN service. Safeguarding from insider or

internal cyber attack is more difficult then external cyber attack

as it is launched by users who have authorized access to the

VPN service. This type of flooding attack disrupts the VPN

service to its other legitimate users. Network security deals

on safeguarding network perimeter from outside threat even

though internal attack is more serious. It’s aim is to add a con-

trol mechanism for bandwidth to control the bandwidth each

individual. The bandwidth control mechanism must ensure that

the packet through the reserved bandwidth is within the allow-

able limit. Control mechanism has used to reduce dropping

packets from the flooding source which protect authorized

user from harmful attack. Saraswathi Shunmuganthan a et al.

[7] describes Virtual Private Network ( VPN) is an encrypted

connection over Internet from a device to a network.It helps
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to transmit data from a branch office to main office.

Flooding is a routing algorithm present in computer network

in which all arriving packet is passed through every other link

not on the link from which it has came.

VPN site 1 and VPN site 2, are connected to gateway routers

called customer edge (CE). CE1 and CE2 are interconnected

to provider edge (PE) routers PE1 and PE2. Bandwidth is

actually maximum data transfer rate over network. Customer

Edge router ensure that bandwidth allocated to VPN site is

being fairly distributed among users to avoid insider attack.

It employs entropy based probabilistic model at CE router to

rate limit of insider attack traffic. Entropy is used to measure

the uncertainty. Entropy is used to calculate deviation of user

from normal use age.

H. Insider threat risk prediction based on bayesian network

Bayesian network is a graphical model based on probability,

consist of a number of variables via directed acylic graph

(DAG) is used to show conditional dependencies. Nebrase

Elmrabit a et al [8] demonstrate that the features which

used by the graph are technological aspects, Organizational

impact and Human Factors. Information are collected from

organization and particular measure sealing to ensure insider

threat breaches are kept to minimum. Investment balance

is the balance between investment in insider and outsider

threat is key to understand insider threat breaches. Detection

level is the measurement of how accurate detection system

with regards to previous insider attack. Security and privacy

control include forensic evidence, network as well as email

logs. Organizational Impact is the information related to the

way in which organization is structured and how insider

threat breaches are managed. Organizational impact deal with

information like security breaches, Structure , security policy

as well as employee work-related stress symptoms.

Security breaches include breaches that have occured histor-

ically with in the organization. Structure include information

about recruitment procedure, previous employment screening.

Security policy contain information related to organizational

security policy. The fragile link in an information security

chain is one and only human factors. It include motivation

which include motivation for showing misbehavior, Oppor-

tunity is the factors which is available to perform attack.

Capability include the power to do something by the fellow

being.

I. Motivation And Opportunity Based Model

Situational crime prevention theory (SCPT) opportunities

for misbehaviour is lowered to an extent.Social Bond Theory

(SBT) can be used to help understand motivation to engage

in misbehaviour. Raise in effort, risk and lower the rewards,

stimulation, keep away exempt are the elements considered in

SCPT. Nader Sohrabi Safaa et al. [9] explains SBT pivot on

mainly four factors such as organisation attachment, realtion

with institution or organisational , involve n a particular work,

and personal standard. Increase the effort is used to raise the

amount of effort which is taken to perform attack. Increase

the risk is used to increase amount of risk that is faced by

the attacker, when he/she do a malicious action which is

harmful to organization. It also reduce the excuse which made

by worker in doing mistake, since they fear to do it again.

Reward which the attacker get by doing mistake is also reduce

drastically.

Social bond theory include attachment with the organization. If

their is any problem with the organization as well as worker,

chance of performing attack is more. Commitment with the

organization is also considered. If a person is commitment

with organization, he/she will not do any negative thing to the

organization. Workers involvement with the organization show

that whether he is an attacker or normal user. If user is sensitive

towards organization, he/she will not do any malicious activity.

J. User Behavior Modeling and Anomaly Detection Algo-

rithms For Insider Detection

Junhong Kim et al. [10] demonstatre user behavior-

modeling phase, where each user’s behaviors are converted in

to daily activity summary, e-mail contents, and e-mail com-

munication network. Anomaly detection algorithm consist of

Gaussian density estimation (Gauss), Parzen window density

estimation (Parzen), principal component analysis (PCA) and

K-means clustering (KMC) are algorithms used for separation

of pattern. gaussian density estimation which is important

anomaly detection algorithm is used exhibit probability distri-

bution of variable which distributed randomly. Parzen window

classification is used for density estimation. It find a point of

interest. Only the features inside the window is considered to

find which group the point of interest is present. It is used to

calculate output probability when a point is given. Principal

component analysis is used in dimensionality reduction for the

reduction of noise or unwanted data. Dimensional Reduction

consist of feature selection and feature extraction. PCA comes

under feature extraction in order to reduce noise or error. As

the number of feature decreases, processing will be fast. K-

mean clustering is an unsupervised algorithm does not have

labelled data. Set of data is put together in a group or cluster.

cluster consist of object which is similar in nature. K denote

the number of cluster or group.For best classification of data in

to different group, appropriate cluster need to find.The attack

observation model surrender at most 53.67% of the detection

rate by only tracking the top 1% of malicious or suspicious

instances.

The papers [11], [12] propose many insider detection meth-

ods like alarm filters and Psychological model to predict

malicious behaviour.

V. PROPOSED SYSTEM

Insider Detection techniques have been developed to protect

the system from wide variety of internal attack performed by

current working employee, Pre-Working employee or Business

Organization. It is used to safeguard the privileges, reputation,

key documents and economics of the organization or institu-

tion. Several feature extraction techniques, Machine learning

schemes, Psycho metrical and behaivour schemes are used to
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Fig. 1. Architecture Of Insider Detection Based on Two Stage Confirmation

detect insider. But, due to lack of proper arrangement or proper

capturing of data, this technique remains ineffective or the

performance is not up to the mark.

Feature based decision modelling is required for identifying

more attack. So, a novel insider threat detection method using

two tier, fuzzy logic and markov chain mechanism by collect-

ing temporal feature, geographical feature and connection or

re-connection feature is proposed.

The proposed system for malicious behavior and insider or

internal cyber attack detection is shown in Fig 1. It has the

following stages:

1) Data Collection: Data gathered from different sources

are gathered and stored in a specified formats. The two main

categories are

• User’s Information.

• Triple features.

2) Pre-processing: Identification of features and filtering of

best features from the aggregated data occurs.

3) Data granularity: Identification of collection of data

segments is called granules.

4) ML engine based Data analysis: Two tier processing of

data based on two important machine learning algorithm.

• Fuzzy logic (FL) - Fuzzy Logic (FL) uses the method of

human reasoning to derive a solution.

• Hidden Midden Model (HMM) - It is a machine learning

model in which current state depend on previous state.

5) Detection Module: It is peculiarly for identification of

insider from the organization.

Fig. 2. Source Of Data Collection

6) Malicious Behaviour Analysis or Behavior Analysis: This

stage is primarily meant for the finalizing the insider as well

as rejection of normal users.

7) Action Module: The insider who behaive as a normal

user will face the consequences.

A. Data Collection

The entire system work based on the supervision of security

analyst. A security analyst is a person who make detailed

studies to protect the system from unauthorized attack or

cyber threat. The process of aggregation of data from different

sources and their further processing is done by system ana-

lyst. A good observation method in connection with proper

collection of data leads to successful application of ML

techniques and also assist security analysts in making correct

decisions.System analyst mainly concentrate on collecting

information related to the user’s daily action on work hours

and after he working hours on the user’s PC, shared PC

and Websites. Fig 2. represent the Data Collection process

in proposed insider detection system. System analyst collect

useful information for detection of insider from user’s PC.

They mainly concentrate on collecting two main categories

of details. The User’s information and Triple features. User’s

information mainly collected from Login, Http, Email and

Connect features. They are Commo Separated file or .csv

file. Triple features are mainly collected from geographical,

Connect or Re-Connect features and Temporal features. These
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are three most important feature which is used to detect

insider.Hence they are known as triple feature.

• User’s Information: User’s Information is collected

mainly from Login, Email, Http and Connect dataset.

These are background data contain idea about user’s

motive or work with in the organization. It gives a good

idea about reality or abnormality of user’s behavior. These

are often actual data that need to be updated periodically.

Since the user’s behavior may change at any time. Above

mentioned input dataset concentrate on the following

contents:

– Http: It contain ID, date, action, PC and Url infor-

mation.

Here ID means MAC-ID is generally machine access

identification. It is not similar to any machine. So,

MAC-ID IS A unique name for identification of

user’s PC. Different PC has different MAC-ID. Date

is actually the system date in which data transfer

takes place. PC denote the number of PC which

perform the operation. Action denote the specified

action user perform. Url information stands for Uni-

form Resource Locator. It include domain name, with

other detailed information to direct the browser to

certain webpage

– Email: ID, date, pc, from, attachment, size and

content, bcc and cc email address.

ID means MAC-ID, Date is system date, PC denote

the number of PC which perform the operation,

From denote the from address, Attachment denote

the count of details attached, Size denote the size of

the file, Content indicate the details transferred, bcc

indicate blind carbon copy allows the center of email

to conceal the user’s entered from bcc field from

other recipients. CC means the actual carbon copy,

that is recipient can see to whom all this message

has been send.

– Login: ID, date, pc and activity.

ID means MAC-ID, date is the same system date,

PC is the PC number, activity indicate the login and

log off phenomenon.

– Connect: ID, date, user, pc, activity. ID the MAC-ID,

date is the same system date, user indicate the user

name, pc indicate the pc number and activity indicate

how many time the user connect or disconnect.

• Triple Features: Triple features means the three main fea-

tures which contribute for insider detection and provide

and extra miliage for detection. These are moral real

time features. By adopting these features, attackers can

be analyze from depth.

– Geographical: It indicates the features of location,

area or region. Here, longitude and latitude are con-

sidered. Black list area normally where the entries

are blocked and not considered. It contain elements

that are not automatically possible to access a certain

area.

– Temporal: Temporal feature helps to know the par-

ticular time in which attack has occurred. Time

specification helps to know, which attacker logged

in during the particular time. Since, it is an insider

attack and it is performed by current working or

pre-working employee of an organization or internal

user, time specification helps to identify the internal

attacker easily. It is based on time bound. Mainly to

find time zone as well as time region.

– Connection or Dis-Connection States: Connection

and re-connection phase count helps to know the

arrival of attacker, When insider or internal user mis-

behave, dis-connection occur, which helps to know

the presence of abnormality. This will also contribute

to the model building of threat profiles. It shows the

indication of insider at particular moment. The effect

of disconnection and reconnection states that to be

logged in feature extraction module.

B. Pre-Processing

This stage actually delete non-continuous or records with

no data. It identify all the features properly and filter or select

best feature based on relevant values. It actually enhances the

“garbage in, garbage out” process of the system. Analysing

data carefully help to remove misleading results. It helps

to improve the quality of data before running any analysis.

DataSet with missing value lead to wrong results which can be

removed by applying to pre-processing. If there are irrelevant,

redundant, noisy and unreliable data, then knowledge discov-

ery during the phase of training is more difficult. It increases

the amount of processing time for preparation and filtering

steps. Data preprocessing mainly includes cleaning, Instance

selection, feature extraction and selection. The output of data

preprocessing is the final training set.

C. Data granularity

Identifiable collection Of data segments is called granules.

In a DataSet, certain field is combine to predict particular

behavior. Such data is called granuled data.Data granularity

is spliting or fragmenting data in to multiple pieces or gran-

ules.report.The greater the granularity, the deeper the level of

detail. Increased granularity can help you drill down on the

details of each organization and assess its efficacy, efficiency.

Different datasets contain login, http, email, content and triple

features are combine to generate the granule data. Here granule

data is the training data. User-centric insider threat detection

based on data granularity provide an additional advantage to

the proposed approach. It actually considering microscopic

feature to break down data. Generally, Multiple Granularity

means hierarchically breaking up the database into blocks

which can be locked and can be track what need to lock and in

what fashion. Such a hierarchy can be represented graphically

as a tree.

Hierarchical representation of data granularity is shown in

Fig 3. Actually it’s a tree, which is made of four levels

of nodes. The highest level represents the entire data Set.
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Fig. 3. Hierarchical representation of data granularity

Below it are nodes of type source, which denote the source

of information. The dataset consists of exactly these source

of information. Source 1 has child node which are called

User’s information. Source 2 has child node which is known

as triple features. Finally, User’s information has child nodes

http, email, login and connect. Triple features has child nodes

geographical, Connect or Reconnect, Temporal features. These

are comma separated file and no file can be present in more

than one Source of data. Hence, the levels starting from the

top level are:

• DataSet.

• Source of Information namely source 1 and source 2.

• User’s Information and Triple feature.

• Comma Separated files.

Example User-Week, User-Day, User-Session are granule

data of user’s login information.

D. Machine learning based Data Analysis

This stage uses machine learning based for the processing

of data and detection of insider. Machine learning is from the

knowledge that systems can grasp from data, understand pat-

terns and make conclusion with reduced human intervention.

Two stage filtering or two stage pruning is added advantage

of this approach. Two important machine learning algorithm

is used for this purpose. Hidden Markov Model (HMM) and

Fuzzy logic (FL). Microscopic level of detection take place

in two phase detection, where two prominent algorithm of

machine learning helps in accurately classify the data has

attackers and normal user.
Fuzzy logic is used for handling combination of attribute.

It is used for feature aggregation and reduction of feature. So,

efficiency and speed of insider detection increases. fuzzy logic

is an important machine learning algorithm in which the real

value of variables may be a real number which lies in between

0 and 1. It is working to use the partial truth concept, where

value of truth varies between completely true and completely

false. Fuzzy logic consider all possibilities and human way of

decision making. If membership value of particular group is

above a threshold then it is consider as important features for

detecting insider. Attribute based comparison helps to know to

insider at microscopic level. It helps to identify malicious user

as well as malicious behavior. Fuzzy logic provide attention

to Small false positive rate.

Hidden Markov Model (HMM), is assumed to be a markov

process. It move through different state from the start state

to end state. An important fact of Hidden markov model is

that current state depends on the previous state. The markov

process that is happening behind and hidden from rest of

the world is actually Hidden markov process. Here, based on

this fact a person is considered insider based on the previous

suspecting action. The action such as attaching multiple mails

per second is a malicious or doubtful action. This hint is

considered in next step for detecting insider.

Markov chain is used in first phase. Remaining condition

which occur is verified using fuzzy logic. This two-phase

comparison helps to improves the accuracy of detection.

Fig 4. illustrate the process in developing the proposed

architecture. Initially the dataset of http, login, connect , email

and triple features will be extracted from .csv file format as

excel file by the data collection module. After pre-processing

and filtering the best feature it is converted in to granule data.

The granule data will be split as training and testing data. Two

stage detection model use fuzzy and markov is used to train the

model with the training data. Once the model has been trained,

the input data selected from the testing dataset will be given

to the model. The model predict the MAC-ID of the insider as

output. After generated MAC-ID, a second stage confirmation

is done through Profile-to-Profile comparison or template-to-

template comparison. Only after two stage confirmation, the

final arrival in to the insider occurs. Based on that Alert or

warning generated by the system analyst based on the decision

of organization.

E. Detection Module

The MAC-ID generated by the fuzzy and markov is passed

to the detection. In detection module, the system actually

recognize the insider from the organization. MAC-ID is unique

ID. Each electronic device has their own MAC-ID. It is a

unique identification code.

F. Malicious Behavior Analysis

This module actually enhances the efficiency of decision

marking process. An added advantage of Profile-to-Profile or

template-to-template comparison occurs. Here, a two stage

confirmation occurs. That is, it strength the decision which is

made. Second level of comparison occur in malicious behavior

analysis.
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Fig. 4. Process of Insider Detection Based on Two Stage Confirmations

Profile-to-Profile or Template-to-Template comparison, an

automatic profile creation of attackers occurs. In Profile-

to-Profile Comparison an automatic profile of employees is

created in the database based on the day to day activities.

It is a real time feature, that get updated periodically. In

template-to-template comparison, a template of particular in-

dividual is already created based on some expectation that

particular individual will behaive in particular way. Actually

it is already created expectation about an employee. It help

to identify insider easily. Here, a concept of misuse detection

and anomaly detection is used. Misuse detection is actually

signature based which can only detect known insiders by

matching the features of incoming insiders with the historical

knowledge and predefined rules. In case of anomaly detection

automatically constructs a normal behavior of the insiders

and detects incoming insiders by computing deviations. It can

detect new insider which is not detected by two stage of

pruning of fuzzy and markov process.

Sudden Change in user behaviour can be identify using

profile-to-profile or template-to-template comparison. Profile

comparison help to identify attacker fastly and accurately.

Using these feature an automatic profile creating of attackers

will help to identify them very easily.

After two stage confirmation by machine learning algorithm

and profile-to-profile comparison the chance of false rate will

be reduced tremendously.

G. Action Module

In action module system analyst analysis the prediction

by machine learning algorithm and their performance mea-

sure. After two stage confirmation, final decision of insider

occur. System Analyst compare the predicted MAC-ID with

the orginal report and identify the employee who behaive

as an insider. They will forward the information with the

organization. Based on the order from the organization system

analyst generate alert, produce warning or blocking of certain

url occur. For severe case, insider who behaive as a legitimate

user need to face suspension. For, big lose, the insider will be

send to prison and entire gang of insider will be find out and

protect the reputation and secret files of organization. Mean

while, increase the trust of users.

VI. THEORETICAL ANALYSIS ON INSIDER

DETECTION

A theoretical analysis on the existing and the proposed

systems is performed. The existing mechanism implements

only the psychometric and behavioral features and certain

machine learning algorithm with proper collection of features

to predict insiders, which leads to decrease in performance

measures. But the proposed method implements two stage

confirmation method.The first stage uses novel method of

detection using fuzzy logic and markov features. It is a two

stage filtering or pruning methods. Machine learning is an

advanced and efficient technique than the existing ones. It

builds an effective and highly accurate model than the existing

behavioral based ones. The second stage of confirmation using

profile-to-profile comparison helps to reduce false positive

rate.The proposed model also uses user-centric insider threat

detection using data granularity, which is efficient to develop

accurate models than the existing ones. Data granularity is

used for microscopic level of detection. Each small feature

for detection of insider is considered with high importance.

Since accuracy level is comparatively higher for the proposed

system, efficiency will also be higher for the machine learning

based insider detection models using two stage confirmation,

when compared with the existing insider detection models.

Selection of real time features such as temporal features ,

geographical and connection or re-connection features which

is the triple features help to isolate the attack model. These

type of genuine filtering method is absent in existing system

which leads to increase the miliage of proposed system.
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VII. CONCLUSION AND FUTURE WORK

A insider detection model has been developed using novel

approach of Fuzzy and Hidden markov model (HMM) for

predicting the MAC-ID of insider in the organization. User-

centric insider threat detection based on data granularity is

important path for the detection of insider. Identical collection

of data segments is called granules. It helps to drill down

microscopic level of features for the detection of insiders. Two

stage confirmation technique is used. In the first confirmation

stage, a two stage detection techniques using two important

machine learning fuzzy and markov improves the effectiveness

of detection. Hidden Markov Model is used in the first stage

and fuzzy is used in second stage. In the second stage of confir-

mation, profile -to-profile or template-to-template comparison.

Two stage confirmation reduces false positive rate. and based

on the identification of insider, change in internal policy occur.

Future scope of this work is that the markov model cannot

be true in estimating conditional probability between two

states. The current work can be enhanced in the direction,

so that the limitation of markov analysis can be over-ridden.

Modifying the existing markov model with a fuzzy relation

of attributes to a novel system that can predict the risk full

outcomes from existing attribute is a new direction for the

research.
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Abstract—Brain Computer Interface (BCI) technology is a
tremendously growing research area having various applications.
Its involvement in the medical field lies with prevention and
neuronal rehabilitation for severe injuries. BCI systems builds a
pathway between human brain and external devices, providing
the patients a media for communication with the world which
eliminates the scope of depending on others to a less degree.
To develop an integrated hybrid BCI system, a mouse control
method by combining EEG signal and eye blink, in which
the left/right-hand motor imagery (MI)-related EEG control the
vertical movement of the mouse and the eye blinks control the
mouse to select/reject a target.The horizontal movement of the
mouse is controlled by head movement. With the hybrid BCI,
users can input text, access the internet, communicate with others
via email, and manage files in their computer using only EEG
and eye blink without any body movements. Also provides a
voice recognition-based system to enable easy interaction with
the computer.

Index Terms—Brain Computer Interface, Electroencephalog-
raphy, Common spatial pattern, Support vector machine

I. INTRODUCTION

The idea of interfacing brains with machines/robots has long

captured the human imagination. Brain-computer interface

(BCI) technology intend to build an interface between the

brain and any electrical/electronic device (e.g., a wheelchair,

smart home appliances, and robotic devices) using electroen-

cephalogram (EEG) which is a non-invasive technique for

measuring electrical potentials from electrodes placed on

the scalp produced by brain activity. Nowadays, the EEG

technique has been used to establish portable synchronous

and asynchronous controls for BCI applications. Noninvasive

EEG-based BCIs are the most promising interface for space of

applications for people with severe motor disabilities because

of their non-invasiveness, low cost, practicality, portability, and

being easy to use. For some disabled patients with physical

disability or paralysis while the brain function is still normal,

although they have a normal large brain consciousness and

thought, they cannot communicate with the external envi-

ronment through the severely damaged muscle and nervous

system and complete the daily work independently.

Brain Computer Interface (BCI) technology is a tremen-

dously growing research area having various application. Its

involvement in medical field lies with prevention and neuronal

rehabilitation for severe injuries. BCI systems try to build

a pathway between the human brain and external devices,

providing the patients for communication with the world elim-

inating the scope of depending on others to a less degree. BCIs

are often oriented at research, mapping, assisting, augmenting

of human cognitive or sensory-motor functions. The growth

of BCIs has increased in the recent years, paving way for

research and aiming to be more accessible for the people [1].

The BCI technology is classified into two types based on the

placement of electrodes- invasive and non-invasive systems.

In invasive BCI systems the electrodes are implanted in the

brain tissue. Thus, the patient’s brain gradually adapts its

signals to be sent through the electrodes. The non-invasive

systems involves placing the electrodes on the scalp of the

patient and taking readings. The non-invasive methods take

Electroencephalogram (EEG) readings of the brain. An elec-

troencephalogram is a measure of the brain’s voltage fluctua-

tions as detected from scalp electrodes. It is an approximation

of the cumulative electrical activity of neurons [2].

A human-machine interface (HMI) system is a communica-

tion system that allows users to interact with external devices.

In recent years, biological signals, such as electroencephalog-

raphy (EEG) and electrooculography (EOG), have been widely

used to augment or as alternatives to traditional HMIs (such as

keyboards and mice) to help people with neuromuscular im-

pairments (such as patients with disturbance of consciousness,

amyotrophic lateral sclerosis, and stroke) to better interact with

their environment. EEG-based BCIs, are usually developed

based on event-related potentials (ERPs), including slow cor-

tical potentials (SCPs), steady-state visually evoked potentials

(SSVEPs), P300 potentials, and sensorimotor rhythms (mu and

beta rhythms). In recent years, contemporary researchers have
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developed various types of asynchronous BCI spellers or BCI

browser based on P300 potentials. Some researchers have also

developed asynchronous HMI systems based on EOG.

II. RELATED WORK

A noninvasive BCI using scalp-recorded electroencephalo-

graphic (EEG) activity and an adaptive algorithm , which can

provide people, including people with spinal cord injuries,

with two-dimensional cursor movement and target selection

is proposed in [3]. Multiple targets were presented around the

periphery of a computer screen, with one designated as the

correct target. The user’s task was to use EEG to move a

cursor from the center of the screen to the correct target and

then to use an additional EEG feature to select the target. If

the cursor reached an incorrect target, the user was instructed

not to select it. Thus, this task emulated the key features

of mouse operation. The results indicate that people with

severe motor disabilities could use brain signals for sequential

multidimensional movement and selection.

Vasavi, K. et al.[4] focuses on movements of the mouse

cursor controlled by a person with multiple disabilities. The

mouse cursor movement would further be used by the dis-

abled person to have a communication with his caretaker by

means of the software developed by us. The proposed system

uses discrete wavelet transforms for de-noising the muscular

and cardiac signals. An independent component analysis is

performed in order to extract the beta rhythms from the EEG

signal. The mouse control is achieved by interfacing the mouse

with a microcontroller which receives the operating voltages

from the Data Acquisition System (DAS) which acquires and

conditions the EEG signals coming from the user brain. The

proposed system is tested on several young and elderly persons

and is found to be working with more than 95% accuracy.

A new EEG-based intelligent teleoperation system was

designed for a mobile wall-crawling cleaning robot. This

robot uses crawler type instead of the traditional wheel type

to be used for window or floor cleaning. For EEG-based

system controlling the robot position to climb the wall and

complete the tasks of cleaning, Lio et.al [5] extracted steady

state visually evoked potential (SSVEP) from the collected

electroencephalography (EEG) signal. The visual stimulation

interface in the proposed SSVEP-based BCI was composed

of four flicker pieces with different frequencies . To solve the

multiclass problem, thereby achieving the purpose of cleaning

the wall within a short period, the canonical correlation

analysis (CCA) classification algorithm had been used. The

proposed system was efficient in the classification and control

phases with an obtained accuracy of 89.92% and had an

efficient response speed and timing with a bit rate of 22.23

bits/min.

The paper [6] presents a new asynchronous hybrid brain-

computer interface (BCI) system that integrates a speller,

a web browser, an e-mail client, and a file explorer using

electroencephalographic (EEG) and electrooculography (EOG)

signals. More specifically, an EOG-based button selection

method, which requires the user to blink his/her eyes syn-

chronously with the target button’s flashes during button

selection. A mouse control method by combining EEG and

EOG signals, in which the left-/right-hand motor imagery

(MI)- related EEG is used to control the horizontal movement

of the mouse and the blink-related EOG is used to control

the vertical movement of the mouse and to select/reject a

target. These two methods are further combined to develop

the integrated hybrid BCI system. With the hybrid BCI, users

can input text, access the internet, communicate with others

via e-mail, and manage files in their computer using only EEG

and EOG without any body movements.

III. METHODOLOGY

The most fundamental idea of BCI is to convert the brain

patterns or the cerebral activity into respective scenarios which

can be used for various control applications. In this project, we

are using a non-invasive environment to develop a Brainwave

Controlled Prosthesis gripper. Neurosky Mindwave Mobile

headset is used to detect the brain waves in real time.

A. Neurosky Mindwave mobile Headset

The Neurosky Mindwave mobile 2 [8]headset, as shown

in Fig. 1, is powered by AAA battery and communicates

via Bluetooth. It has a Think Gear chip inside and uses

a TGAM module (Think Gear Application specific IC). It

detects raw brainwaves and outputs processed EEG signals

consisting of Alpha, Beta, Delta, Theta and eSense parameters

like Attention, Meditation, Blink strength shown in Fig.2. The

blink values range from 0-255 and attention values ranges from

0-100. The frequency range of the headset is typically between

frequency 2.42 – 2.472 GHz. Sampling rate of EEG signal is

done at 512Hz and its maximum power is found to be 50mw.

Fig 1. Neurosky Mindwave Mobile 2

B. Signal Detection

The different states of the brain corresponds to different pat-

terns of the cerebral activity. These patterns give rise to waves

which are distinguished with the help of amplitudes and fre-

quency pattern generated. The interaction occurring between

the neurons produce a microscopic electrical discharge. These

patterns lead to waves characterized by different amplitudes

and frequencies. These processed signals are then transmitted

via Bluetooth communication to various applications.
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Fig 2. Plot of real time brain waves

C. Python interface- MQTT communication

A python module establishes connection between NeuroSky

headset and Laptop using MQTT protocol with a NodeMCU

interfacing between them. MQTT is an extremely lightweight

publish/subscribe messaging transport that is ideal for connect-

ing remote devices with a small code footprint and minimal

network bandwidth.

D. Signal Acquisition

The headset captured the EEG signals and are transmitted

to the Laptop with the help of Bluetooth communication. The

headset performs detection, analysis and processing of the

signal and transmits the processed data to laptop.

E. Detection of eye blink signal

Eye blink play a critical role to people suffering from motor

neuron diseases [9]. It helps to control many applications.

Devices have been designed to understand the blinks and help

people interact with the external world more effectively. Every

eye blink has certain distinct feature such as frequency of

operation, amplitude and time elapsed between closing and

opening of the eyes. Attention values correspond to increased

concentration levels. We are using the blink strength and

attention values gathered from the processed signal from the

NeuroSky Mindset headset.

The most common and widely used system is one consisting

of multiple channels, which are located on the corresponding

regions of the brain. these electrodes. In this system we are

adopting a single electrode to measure the EEG signals. The

channel A1 is related with sensor ear clip, FP1 relates to the

sensor placed on the forehead which taps the brain waves and

T4 is where the reference point of the headset is located. This

is shown in Fig. 1.

Fig 3. Signal Display

The brain signals detected from the headset is as shown in

Fig.3. The signals measured from the sensor are decomposed

and recorded. The blink spikes, shown in Fig 3, was plotted to

filter the noise in the blink signal using OpenVibe Platform.

The EEG signal was acquired in real time using an acquisition

server which connects with the Neurosky headset by enabling

the local host address. An OpenVibe design scenario was

created using a simple temporal filter of an order N. Thus,

distinct blink signals were captured and classified.

The blink strength values range from 0-255. A higher

number indicates a strong blink while a smaller number

indicates regular/lighter blink. The frequency of blinking is

often correlated with nervousness. Based on these values, it

is coded to perform the control applications as shown in Fig

4.[7].

Fig 4. Blink and Attention status to perform control application

F. Common spatial pattern for feature extraction

Feature extraction is the signal processing step in which

discriminative and non-redundant information is extracted
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from the EEG data to form a set of features on which classi-

fication can be carried out. The most basic feature extraction

techniques use time-domain or frequency-domain analysis in

order to extract features. Time-frequency analysis is a more

advanced and sophisticated feature extraction technique which

enables spectral information to be related to the time domain.

Finally, analysis in the spatial domain using common spectral

patterns is also a prevalent method for feature extraction.

Common spatial pattern (CSP) is one of the most common

feature extraction methods used in MI EEG classification .

CSP is a spatial filtering method used to transform EEG data

into a new space where the variance of one of the classes is

maximized while the variance of the other class is minimized.

It is a strong technique for MI EEG processing since different

frequency bands of the signal contain different information,

and CSP enables the extraction of this information from

particular frequency bands. However, pure CSP analysis is

not adequate for high-performance MI classification because

different subjects exhibit activity in different frequency bands

and the optimal frequency band is subject-specific.

We are using the blink strength and attention values gathered

from the processed EEG signal. The blink strength values

range from 0-255. A higher number indicates a strong blink

while a smaller number indicates regular/lighter blink. The

frequency of blinking is often correlated with nervousness.

Based on these values, it is coded to perform the control

applications.

G. Support vector machine for classification

SVM is one of the most popular supervised learning

algorithms for solving classification problems. It involves

the adoption of a nonlinear kernel function to transform

input data into a high dimensional feature space, which

is more easier to separate data rather than at the original

input space. Thus, depending on input data, the iterative

learning process of SVM will finally devise an optimal

hyperplanes with the maximal margin between each class

in a high dimensional feature space. Here the attention

level is considered for the vertical mouse movement, thus a

greater attention concentration leads to upward movement

and lower concentration level leads to a downward movement

of the mouse pointer. Fig 5. summarizes the flow of feature

extraction and feature selection process.

Fig 5. A diagram of the feature extraction and feature

selection process

IV. DESIGN

The approach has two methods, image processing and EEG

signal processing. In image processing, the facial first features

are extracted using dlib library and is processed using OpenCV

library. The position of nose (nose point) is at first taken as

anchor point. Subsequent movement of nose produces differ-

ence between anchor point and nose point. This difference can

be calculated in order to find the direction in which the head

is moved and pointer movement is done accordingly.

The EEG signals on the other hand is recorded using EEG

headset and the signals are transmitted to a computer using

MQTT protocol with the help of NodeMCU. The EEG signal

undergoes feature extraction using Common Spatial Pattern

(CSP) algorithm. This again undergoes classification by using

Support Vector Machine (SVM) classifier. This classified

signal is then used to identify direction in which mouse

pointer must be moved and to select a target.

Algorithm

step 1: Establish serial communication between the

laptop and microcontroller.

Step 2: Establish MQTT communication to Neurosky

headset and enable NodeMCU.

Step 3: Read and parse relevant eSense parameters like

attention and blink strength values.

Step 4: Feature extraction is done using CSP algorithm

and the signals are classified using SVM classifier.

Step 5: Direction parameters are extracted from the

classified result

Step 6: Using the direction parameters, corresponding

mouse movement is achieved.

CONCLUSION

The paper describes an asynchronous hybrid BCI system

using MI-related EEG and blink-related signal. The proposed

system consists of a web browser, speller, file explorer, and

e-mail client, and all of these subsystems can work in asyn-

chronous mode. While using the system, the user can control

the mouse horizontal movement using face movement and

EEG can control the mouse vertical movement, select targets

using blink signal. Further more, a voice commanding system

is implemented so that it becomes easier to access into folders

and subfolders.

Further scope of improvement of this work involves increas-

ing the accuracy of data acquisition by using multiple channel

sensors, as accuracy plays a very important role in controlling

real-time applications.
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Abstract—Smart Grids are integrated systems that have con-
nected entities having their own architecture. Because of the
nature of the grid as distributed, complex, and connected system,
it is vulnerable to any kinds of cyberattacks. This nature of
the smart grid leads to the need for new solutions in order
to monitor and react to the dynamics of the grid in a real-
time environment. By using time synchronization, a pulse is
introduced into a network, it enables to observe the real-time
activity of the network. Time distribution mechanisms such as
Precision Time Protocol (PTP) are used and are not designed
with strict security and thus grid suffers from several security
vulnerabilities. Compared to previous approaches in Precision
Time Protocol, an extension of PTP gives the advantage of
monitoring the status of time synchronization at end devices
as they are more noticeable to attacks. The proposed model is
simulated using a PTP server, Transparent clock(TC) and various
slave clocks(SC). Also the model uses Machine learning technique
GA with RNN for the prediction of sync differences over the
clocks.

Index Terms—Precision Time Protocol (PTP), Smart Grid,
Transparent clock(TC), Slave Clocks(SC, Time synchronization,
Genetic Algorithm (GA), Recurrent Neural Network (RNN)

I. INTRODUCTION

From the year 1979, time synchronization protocols were in

use. The first NTP was used in network time synchronization

technology [10] and was used within the transatlantic satellite

network. NTP uses a hierarchical, semi-layered system of

time sources in which each level is called a stratum. NTP

discovered many security issues. And therefore the protocol

has been undergone revision and review. Stack Buffer

Overflow, missing a return statement were basic errors in

NTP which caused minimum access of the systems that run

on different versions of NTP. A security audit in 2017 stated

that NTP and NTPsec are more in danger of security issues.

To secure the time synchronization protocol which wasn’t

well served by NTP, Precision Time Protocol was introduced

(PTP). PTP was defined within the IEEE 1588-2002 stan-

dard [10], and entitled as ”Standard for a Precision Clock

Synchronization Protocol for Networked Measurement and

Control Systems”. The revised standard of IEEE 1588-2008

was released in 2008. It is also called PTP version 2 (PTPv2).

It improves accuracy, precision, and robustness. PTPv2.1

was published in November 2019 and includes backward-

compatible improvements.PTP was vulnerable to any kind of

threats such as Denial of service, byzantine master, packet

drop, manipulation, and insertion, and selective packet delay.

Even having protection extensions such as Annex-K, PTP

continues to be vulnerable to several attacks. In this paper,

various attacks that affect the functionalities of PTP are

addressed along with the proposed system to detect synch error

in the system.

II. ATTACK CLASSIFICATION ON IEEE 1588

A. Direct Attack on Nodes

It includes directly changing the data or the software which

leads to the degradation of system performance. These are

referred to as pitfalls which is an unsuspected danger. These

attacks also occur when the resources are underrated. And

being attacked by using a maliciously configured node that is

connected to the network. These attacks are again classified

as external attacks such as Denial of Service (DoS) attacks

which occur from the network and blocks the capability to

send and receive clock synchronization messages and internal

sources such as concurrent protocol stacks or software

competing for resources.

B. Byzantine Masters

Master selection algorithms are used in IEEE 1588. The

algorithm is selected based on the mutual trust inhibited by the

nodes. This trust is misused and unprotected in versions 1 and

2 of PTP. Every node announces its accuracy at the initial state

but is not verified. The masters with the same class or stratum,

the MAC address determines the selection of the master. A

byzantine master gains control by inserting additional packets

with high values in the sequence number field and therefore

causes the packets of the legitimate master to be discarded [8].

C. Message manipulation

In this, the attacks on the messages transmitted over the

network can be performed at multiple positions Physical

interruption of the network, Removing of packets within

switches, routers or gateways, Blocking of transmission by

DoS attacks and Man-in-the-Middle attack on messages [8].
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D. Message Delay and Insertion

As the individual packets can be deleted, likewise additional

packets can be created and inserted in the control loop. Finally,

malicious delays within the boundaries of the protocol cause

clocks to be misaligned up to the cycle of sync messages. In

this way differences in the range of seconds can be achieved

[8].

III. MAJOR ATTACKS ON IEEE 1588

A. Denial of Service (DoS)

A small amount of DoS attack causes less accuracy in time

synchronization [5]. DoS attacks cause flooding in traffic or

sending data that causes a crash. In this, the attacked slave

clock starts rejecting Sync and Follow Up messages. This is

done by first spoofing the attacked slave clock with a Sync

message which uses the original master clock address. DoS

attack occurs [1] when the original master clock sends its

next Sync message to the attacked slave clock. And the sync

message is rejected by attacked slave clocks due to change in

value without knowing the master.

B. Replay

The aim of a replay attack is to either create congestion in

the network stacks of the clocks or to desynchronize clocks.

The attack is carried out by recording real messages that are

transmitted on the communication network and, after some

time changing the real messages and then re-injecting the

modified messages into the network [1].

C. Delay

The main aim of a delay attack in a PTP network is to delay

the message arrives at the receiving nodes, which causes an

increase in the values used in the offset and one-way delay

calculations [1][4]. The attack can be performed by the usage

of either hardware or software to get into the transmission of

a message between nodes in a network. After some time re-

inject the delayed message into the communication network.

By delaying the receiving time of the Sync message by a

certain slave clock, the attacker is able to increase the offset of

the slave clock with respect to the master clock, which leads

to the slave clock off synchronization with respect to the rest

of the system [9][6].

D. Masquerading

The main aim of masquerading an attack in a PTP network

is to pretend as the master clock and use a wrong identity

to inject other attacks [1]. To inject the attack, the attacker

first obtains information about the “true” master clock and

then intrudes on Sync, Delay Req, and Delay Resp messages.

These messages are sent to the slave clocks from the master.

When required data are obtained, the attacker starts spoofing

Sync, Delay Req, and Delay Resp messages to pretend as a

master clock. Pretending as a master clock allows the attacker

to transmit false timing and management messages to other

slave clocks which in turn causes many other kinds of attacks.

E. Modification

The aim of a modification attack is to (a) cause denial of

service, (b) cause slave clocks to incorrectly resynchronize,

and (c) alter the hierarchy of the master and slave clocks [1].

The attack is done by changing the content of messages. Also,

the modification of the messages sent by a master clock causes

a great effect because a master clock can send messages used

for both time synchronization and management [10][7].

IV. MEASURES FOR MAJOR ATTACKS

A. Denial of Service Attack (DoS)

DoS attack using sync-message is performed by spoofing

the victim slave clock. It is done by having a sync message

from the real master clock address, a sequence ID value that

is greater than the previous sync message. By the usage of

these data, the affected clock makes changes to its current data.

DoS attack is induced when the real master sends the

next sync message to the affected slave clock. Parent-last-

sync-sequence in the slave clock is updated by spoofed

sync message. Thus, sync-message from the real master, the

clock has less sequence ID value or greater than parent-last-

sync-sequence. The affected slave clock discards this sync

message without notified by the master clock. The process of

synchronization does not take place until the real master sync

message has a greater sequence ID than parent-last-sync-

sequence in the slave clock. The affected clock will get out

of sync with the master if the dispute sends sync message to

increase the affected clocks parent-last-sync-sequence.

To reduce DoS attacks, port-level security can be used

which helps to limit the set of authorized devices that

are capable of sending synchronization messages [1].

Also, message authenticity and integrity protection can be

implemented to reduce DoS attacks.

B. Replay Attack

Slave Clocks records the received time whenever the sync

message is replayed to the slave clock. The replayed messages

are overwritten if the storage location available is only one.

And the records are queued if multiple storages is available.

To avoid message spoofing or message injection into

the network, VPN connections can be used which helps in

reducing replay attacks. VPN connections are used since they

provide integrity protected path for the network [1].

C. Delay Attack

Introducing a backup plan into a PTP network helps

in reducing delayed messages in the network. This can

be implemented by calculating the averages of the Delay

Request and Delay Response messages with a combination

of previous values. This effect will reduce the postponed or

time-out messages. In this way, delay attacks can be reduced
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in a communication network [1]. Another approach called

game-theoretic analysis is used to detect delay attacks in a

network [4].

Protocol Packet Exchange: The protocol messages are

exchanged that conveys timestamps. By this method, TSP

is executed in the model. The protocol is further proceeded

by periodic message handshake. The model defines a single

exchange as two protocol messages for analysis.

Players: 2 players participate in this game model referred to

as M and B. The player M is located such that it can store and

forward the packets after a delay attack. Player B is viewed

as a security process which helps in detecting delay attack [4].

Defining Game: It is a noncooperative sequential game.

First, M chooses its action and then B chooses its action. The

decision taken by B depends on 4 timestamps and M and L

take it independently. M represents the root of the tree and the

outgoing edge from M represents M’s actions. The outgoing

edge is directed L which represents nature’s decisions. The

outgoing edge from L is directed to B.

D. Masquerading Attack

The goal of an attacker is to attack a PTP network to

update the master clock and use the updated identity to

launch other attacks. To launch the attack, the attack first

obtains information about the “real” master clock and then

eavesdrops on Sync, Delay Req, and Delay Resp messages

that are sent to the slave clocks from the master. Once

necessary data are obtained, the attacker can change Sync,

Delay Req, and Delay Resp messages to masquerade as a

master clock. Mimicking as a master clock could permit

the attacker to transmit incorrect timing and management

messages to other slave clocks, causing different kinds of

damage to the system [1].

To reduce the masquerading attack, three measures can

be used: chained process, centralized process, or port level

security [1]. In the chained process, authentication information

is given to the PTP network that is existing which uses a

network component that is connected to the PTP network.

In the centralized process, the position of the authentication

server is given to the Grand Master clock(GM clock). Port

level security is used to control the device which sends Sync,

Delay Req, and Delay Resp messages [1].

E. Modification

The goal of a modification attack could be to (a) cause

denial of service, (b) cause slave clocks to improper sync,

or (c) alter the hierarchy of the master and slave clocks.

The attack can be launched by manipulating the content of

messages. Furthermore, the change in the messages sent by a

master clock causes the greatest effect, since a master clock

can send messages used for both time synchronization and

management[1]

1) Attacking to deny service: In the analyzed version of the

PTP, no methods are available for checking the authenticity of

a message other than by checking the source of the message

against the data set of the nodes. The data sets contain

information such as the local and parent clock attributes,

and information about the clock whose Sync messages are

used for correcting time. Slave clocks check that a message

arrived is from the correct master by comparing the source

Communication Technology, sourceUuid and sourcePortId of

the message with the corresponding fields in the parent data

set of the slave clock. If the comparison fails, the message

is discarded. By updating the above-mentioned fields of the

Sync messages, an attacker can get the perfect match of Sync

messages fail; thus, slave clocks would refuse to synchronize

with the true current master. This can cause a denial of

service (DoS) attack [1].

2) Attacking to cause incorrect resynchronization:

Incorrect resynchronization of the slave clock(s) or a

miscalculation of the network can be caused by the tampering

with the timestamp clock and variance fields of Sync

messages. The origin Timestamp field serves as the record

of the time at which the Sync message leaves the master clock.

3) Attacking to alter the hierarchy of the master and slave

clocks: Wrong information about the grandmaster clock

within Sync messages leads the port setting to a different

mode, e.g., slave or passive. Each slave clock executes the

BMC algorithm for electing the best master clock for the

next round of synchronization. Since the BMC algorithm

uses information about the grandmaster clock, by altering

the grandmaster clock information in a Sync message, an

attacker can easily make this message “better” than other

Sync messages that are received by the clocks in the given

PTP subnet. Due to this, the manipulated Sync message

becomes the best message for all local clocks from the

attacker’s subnet. Then, by correcting all the comparisons

used in the BMC algorithm, the attacker can make the victim

clocks switch into the passive mode or slave mode. As a

result, the attacker destroys the synchronization hierarchy of

clocks on the victim PTP network.

To reduce modification attacks, the usage of a technique

called cryptographic integrity can be employed on all PTP

messages for protection against modifications [1]. A modifi-

cation attack is also termed a data integrity attack [7].

V. PROPOSED SYSTEM

A. Background

The smart grid is a network that enables the flow of

electricity in two-way. The data using digital communication

technique enables to detect, react, and proact to changes.

Self-healing capabilities is one of the main capabilities

of grids and enable electricity customers to become active
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participants. The Smart grid provides opportunities to transmit

the energy industry into a new requirement of reliability,

availability, and efficiency. This helps in contributing to

economic and environmental health. The Smart Grid is not

just about utilities and technologies; it is about giving the

information and tools that are needed to make choices about

energy use.

The Smart Grid consists of new technologies and

equipment. The grid needs a particular time for getting the

technologies to be perfected, equipment’s to get installed, and

systems to be tested before it is implemented completely. And

this is not possible at once when the Grid is evolving. The

smart grid are integrated systems that needs new solutions

to monitor and react to the grid dynamics in real-time

environment.

Smart grid infrastructure will be in great demand in the

coming generations due to their accurate timing signals. The

increased demand for better reliability in the grid results

in higher accuracy requirements and is reflected through

standards that define the needs of various grid applications.

Precision Time Protocol(PTP) is used in grids to achieve

synchronization. But PTP is under cyberattacks, and its

availability and end devices are targeted for attacks. Even

after having a security extension called ANNEX-K, the smart

grids are vulnerable to attacks as it does not consider all

vulnerabilities related to PTP. The availability of synch error,

injected by a threat agent circulates in the network, which

has a greater impact on-time accuracy at synchronized devices.

The concept of time synchronization has a major role in

managing, debugging, securing and planning network events.

The key to achieve this functionality is by having precise

synchronization between devices. The small-time delay error

can cause the data collected to be out of sync, affect the

data analysis and application, endanger the safety production,

and cause the immeasurable economic loss. For performing

synchronization various time protocols are used among

which Precision Time Protocol (PTP) is the newest one

which outpaces Network Time Protocol (NTP) by providing

timing solutions in terms of accuracy, scalability and cost.

Even though the PTP is enabled with security extensions,

it is still open to synchronization attacks. To predict these

synchronization attacks machine learning techniques are

used. By employing machine learning techniques, it allows

the system to predict the future responses from past data

availability. This enables the detection of synchronization

differences precisely over the network.

B. Peer-Delay Mechanism

The master clock (MC) sends the timestamped messages

and the path between master and slave clock (SC) is connected

by a transparent clock (TC). A Peer-delay mechanism is

implemented over each segment to get link delay over the

particular link. Timestamped messages (pdelay-request and

pdelay-response) are exchanged by the devices at the two

ends of the link (fig 1).

Fig. 1. peer-delay mechanism

C. Attack Surfaces

• Grand Master Clock (GMC): PTP arranges the network

in a hierarchy with the GMC as its only root, targeting

the GMC will present a bad time reference for synchro-

nization and impact all the connected devices.

• Transparent Clocks (TCs): Through targeting a TC, an at-

tacker leverages the functionality of the TC to perform the

attack, and avoid integrity-based detection mechanisms.

The TC is allowed by PTP to reconstruct PTP event

messages after updating the correction Field, among other

modifications, to reflect the PTP event message residence

time.

• Slave Clocks: Attacks on a slave clock affect only the

targeted slave. Such an attack causes impact on the

applications that use timestamped data from the targeted

slave.

D. System Architecture

The system consist of three types of clocks and are

considered inside a PTP simulator. The attacker tries to create

a change in time, it is handled by the request handler block

. The features are extracted from the request collected from

the attacker.

The corresponding dataset from the feature collected is

generated. From the collected dataset attack detection and

analysis is done. Genetic Algorithm is used to select the

best features that satisfy the fitness function. The features

of packets are collected and are given to RNN. Different

layers of RNN helps in filtering out the attacked features for

prediction (fig 2).
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Fig. 2. System Architecture

E. Data Flow

The three types of clocks interacts with the precision type

protocol (PTP). TC and Sc clocks are set up under the master

clock. The synch request are handled by the slave clocks via

PTP.

The attack attributes obtained from setting up TC and SC

under the master clock are collected and are saved as log file.

The data in log file is considered as attack log that saved all

the sync difference occurred in the respective clocks.

A dataset is generated from the data obtained in the attack

log and stored as table data containing sync differences. The

generated dataset is used for attack prediction by applying

machine learning algorithms. Genetic Algorithm (GA) is used

for getting the fittest attributes. The fittest attributes are fed

to RNN for predicting the attacks. The obtained information

is stored as threat log used for determining the precision and

recall of the process (fig 3).

Fig. 3. Data Flow Diagram

VI. SYSTEM IMPLEMENTATION

A. Dataset

This module deals with generation of sync differences

from respective clocks as dataset stored as table data. The

sync difference data taken is below the range of [100] which

is stored to table tbl-log. The clock synch error dataset is

used as input along with attributes such as time to live (ttl),

synch error, time delay, protocol, network overhead for the

machine learning algorithms.

B. Applying Algorithm

This module deals with applying machine learning to the

system for predicting the attacks. The synch error dataset is

loaded with ttl, synch error, time delay, protocol, network

overhead attributes displayed in a grid in UI interface. The

Genetic Algorithm (GA) parameters includes population size

and fitness values [2]. When applying Genetic algorithm, it

filters out the fittest attributes which are above the fitness

value taken as threshold. For the purpose of getting the best

features from loaded attack dataset, GA is applied. For getting

the fittest attribute GA is called first where [GA ga = new

GA()] . A fittness function is also defined by[fitness function

define] . Also [ga.Go()] is used to run the GA. [ga. GetBest]

gives the best fittest value of the loaded attack attribute. The

output is displayed using a out variable [out variable:].

Fig. 4. GA pseudocode

C. Predicting Attacks

For analysis GA based RNN is used. RNN contains input

layer, hidden layer and an output layer [3]. A single step

of input is provided to the network. It checks the current

state by comparing with the previous state. The current state

is evaluated by GA using fittest attribute and completely

crosscheck. It returns the row that can generate the most

error. Current state calculated using GA is given to RNN.

Once all time steps are completed, final current state is

used to calculate the output. The output is then compared

to target output and error is generated. The error is then

back-propagated to the network to update the weights. The

softmax layer is used to read the weights and weighted

attacks will be predicted and are given to the output layer.
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Fig. 5. RNN pseudocode

VII. CONCLUSION

In this, attacks on PTP are classified into different cate-

gories. Various attacks affecting the security of time synchro-

nization protocol are addressed. Various measures to reduce

these attacks on the PTP network are also addressed. Still,

these approaches are in current use, threats to PTP are not

completely avoided. Usage of addressed countermeasures is

compromised to certain levels in PTP networks. Employing

these measures against major attacks does not strictly secure a

time-synchronized network. Since time Synchronization proto-

cols are growing immensely in the field of the networks, smart

grids, and other time-synchronized applications they are still

in danger of getting affected by many kinds of cyber attacks.

The proposed system introduces machine learning along with

PTP to predict the synch errors at various clocks.
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Abstract—In the era of advancing technologies, people urge
for technological advancement. Compared to the past decade,
the increase in the quantity of automobiles delivered by the
industry is increasing at an immense rate. Due to which the
society is now facing a potential issues of Traffic congestion. The
particular reason for this circumstance is due to the outdated
traffic control system. Further, the lifestyle of people is affected
due to the heavy traffic system as it causes time delays, economic
losses, fuel consumption at high levels, air pollution and the stress
while driving the vehicle. In order to overcome this crisis, there
should be advancement in the traffic control system. A well-
defined traffic control system eliminates the problems mentioned
above to a particular extent. Here the conventional system is
replaced by a new technology, where the density of vehicles in
real-time is to be detected accurately which is then used for image
processing. Our proposed system aims to design a smart traffic
light control system based on image processing that could be
adapted to the existing traffic system there by giving the priority
based on density and also a provision for pedestrians to reduce
their waiting time in this huge traffic.Inseption V3 is used to
classify the objects. The classified objects are detected using SSD
algorithm. The dataset used here is MobileNet.After processing
data is stored in the AWS cloud.

Index Terms—SSD, formatting, style, styling, insert

I. INTRODUCTION

Traffic congestion is one of the issues faced by most of

the urban cities. This is mainly due to the sudden rise in

traffic volume and also the malfunctioning of Traffic signals.

Traffic congestion not only causes extra time delay and stress

for the drivers, but also increases fuel consumption, increase

air pollution.The conventional methods for the traffic con-

trol are manual and automatic traffic signals. There are lot

many drawbacks in this conventional methods. The manual

controlling system requires a large number of manpower and

also most the traffic signals are preprogrammed by a timer

value which delays the traffic by stopping the vehicles during

peak hours. If a signal break down occurs it can also cause

difficulties for the traffic flow. Traffic signals are most needed

in peak hours for avoiding congestion and saving time. As we

see in today’s scenario most traffic signals are giving more

importance to the vehicles than the pedestrians which causes

so much difficulties to them and also causes accidents at the

time of crossing the roads. The conventional system has to

be upgraded in order to reduce the traffic congestion, time

delay etc. In this paper we are introducing a smart traffic

light control system using image processing techniques based

on the density of the vehicle and the pedestrian the traffic

signal is allocated. By implementing this system which aims to

reduce the congestion by computing the optimal green signal

time by calculating the density in each lane. This system will

override the older system of preprogrammed traffic signals

which causes unwanted delays.

II. LITERATURE SURVEY

In this section we will discuss the recent technologies that

deal with traffic congestion.

This work introduced in Refernce[1] The proposed sys-

tem is implemented in Matlab with an objective to reduce

the traffic based on density. The vehicles are detected by
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considering the captured images instead of using timers or

electronic sensors which are placed on the pavement. A web

camera is placed at the traffic light which captures images

of the road through which the vehicle count is estimated and

traffic is controlled. Four main steps are considered for the

system: image acquisition, RGB to grayscale transformation,

image enhancement and morphological operations. A camera

is installed and used to capture video of the highway. The

video is recorded continuously in consecutive frames and each

frame is compared to the initial captured image. The total

number of cars present in the video is found out using image

processing algorithms. If the total number of cars exceeds

a predefined threshold, heavy traffic status is displayed as

a message. It helps decrease traffic congestion without any

wastage of time caused by showing green signal on an empty

road without any vehicles. It is a better way to determine the

presence of vehicles since it makes use of real-time images

which makes it better than systems depending on the vehicle’s

metal content only. Drawback with this method is that during

weather conditions image quality is affected.

In Reference [2] is a real-time traffic control system which

can easily keep traffic in control using image processing

techniques. This system consists of video cameras on the

traffic junctions for each side as if it is a four way junction.

Therefore four video cameras will be installed over the red

lights facing the road. Cameras would be capturing video

and broadcasting it to the servers where using video and

image processing techniques the vehicle density on every

side of the road is calculated and an algorithm is employed

to switch the traffic lights accordingly. Hardware includes

connection of these cameras to the server to receive live

feed and a server capable enough for handling the processing

requirements. Software used in the system includes MATLAB

video and image processing toolbox and C++ compiler to

generate algorithmic results. This provides the approximate

density of vehicles on road considering that a vehicle larger

in size will have higher density as it will cover relatively more

area and more time to pass the traffic junction. This process is

repeated for every second and for all the sides. Now, with the

real time density of vehicles at every side of traffic junction

and density is added to the algorithm as a variable stated below

to switch the traffic lights. It doesn’t provide the number of

vehicles. It provides the density of traffic, for instance the

vehicle density of a truck could be equivalent to two medium

sized cars and the benefit of calculating the vehicle density is

the amount of time a truck will take to pass the light which

would be equivalent to the total amount of time two cars will

take one after another. Although this method is cost effective

it also has some disadvantage that it cannot be used in low

light conditions and due to shadows and weather it will affect

the accuracy of the results.

In Reference [3] A system to control the traffic by measur-

ing the real time vehicle density using canny edge detection

with digital image processing is proposed. Edge detection tech-

nique is imperative to extract the required traffic information

from the CCTV footage.It can be used to isolate the required

information from rest of the image. It has been observed that

the Canny edge detector depicts higher accuracy in detection of

object with higher entropy, PSNR(Peak Signal to Noise Ratio),

MSE(Mean Square Error) and execution time compared with

Sobel, Roberts, Prewitt, Zero crossing and LOG [10-12].A

system in which density of traffic is measured by comparing

captured image with real time traffic information against the

image of the empty road as reference image is proposed.

Each lane will have a minimum amount of green signal

duration allocated. According to the percentage of matching

allocated traffic light duration can be controlled. The matching

is achieved by comparing the number of white points between

two images. The entire image processing before edge detection

i.e. image acquisition, image resizing, RGB to gray conversion

and noise reduction is explained in Image Processing. At

Edge Detection and white point count, canny edge detection

operation and white point count are depicted. Canny edge

detector operator is selected because of its greater overall

performance. Percentage matching for different sample images

and traffic time allocation for them are demonstrated in section

Percentage matching and Time allocation. The content of

this paper completely serves the purpose of demonstrating

the limitations of current traffic control techniques and the

solution of this limitations with detailed explanation. Image

matching by comparing detected edges is a novel approach to

identify the vehicular density with propitious accuracy. As far

as we know, matching images by comparing detected edges

has not been used before for smart traffic control application.

Drawback of this method is while calculating the number of

vehicles may give false results if the intravehicular spacing is

very small.

III. PROPOSED SYSTEM

A. Methodology

The system consists of video cameras which is already

installed on the street poles. These cameras will be focusing

on the vehicles as well as pedestrians. The input to the system

will be a realtime traffic which is used for density calculation

using image processing and object detection. The video is

converted to frames using image processing techniques and

from the input image the objects are detected using SSD

algorithm. The number of vehicles is calculated which is used

for density calculation. Similarly, the density of the pedestrian

is calculated. This density is given to the traffic management

for setting the green signal timer to the each lane.

B. Object Detection Module

Classification of objects is done using Inception V3. It

consists of 48 convolution layers, in which feature extraction

is done within each layer. Average pooling and max pooling

are used for image classification, for tracking the images

and objects. Object detection is done using SSD(Single Shot

Detection Algorithm), in which, it uses multiple layers to

detect objects. Faster R-CNN is used to create boundary boxes

to classify the objects. Objects can be classified in a single
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Fig. 1. flowchart of proposed method

shot. More default boxes in the algorithm results in more

accuracy in object detection.

Fig. 2. Structure of SSD algorithm

CONCLUSION

In this paper we introduced a smart traffic light control

system based on image processing.It provides solution to the

Fig. 3. Structure of inception v3

current traffic system.The system uses a dynamic approach

in which both the peak and non peak hour traffic light is

controlled.The proposed system is implemented and delivers

an accuracy of 90-93 percent in estimating the density of traffic

and controlling the signal.Based on the results the system

is more efficient and is capable of reducing traffic conges-

tion during peak and non-peak hours.The image processing

techniques are always much cheaper than compared to other

techniques and it doesn’t require any implementation cost.
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Abstract—Steganography is simply defined as the technique
of hiding a message. In this digital media ,it is referred as
the method of encrypting a message in form of text , im-
age,video,audio etc. within an image ,or video. While on the
other hand steganalysis is the approach of analyzing whether an
image is stego or not. There are several for encrypting message
in an image. This method widely depends on the handcrafted
features. But This method becomes more and more inefficient due
to the rapid growth of advanced steganography, manual design
of complex features has becomes a tedious process and time
consuming process. With deep learning approach, it can greatly
reduce this complex task. Since deep learning works in such a
way that ,it works on user input data and corresponding labelled
output and network automatically decides the rules for the model
.This in comparison to convectional programming strategy were
user inputs data and sets the rules ,performance of this type of
models thus greatly depends on handcrafted features.

In this model ,we propose a jpeg steganalysis deep learning
model that predicts the percentage whether an image is stego
or not. For this proposed model we consider steganography in
JPEG images, since it is the most widely used image format
that supports all devices. The proposed model learns feature
automatically since the filters in their convolutional layers are
able to recognize a great diversity of shapes,textures, noise
patterns, processing and image-development traces, which are
exactly the attributes that modulate the stego signal of modern
content-adaptive steganographic schemes which in turns results
in the detection of stego image.In the proposed model ,we
use transfer learning concept with EfficientNet to increase the
accuracy of the model with limited computational resources. In
final phase ,we deploy our model on website which is hosted on
local computer.

Index Terms—Deep Learning,Convolutional layer,EfficientNet,
Steganography,Steganalysis.

I. INTRODUCTION

With the fast improvement of information technology and

the quick promotion of the Internet, computerized media has

gotten a significant transporter for military, business and dif-

ferent associations just as people to acquire and communicate

information. In any case, at a similar time, on the grounds

that the computerized correspondence in the Internet is pow-

erless against the danger of listening in, noxious impedance

what’s more, different exercises, individuals focus closer on

the [7]security issues like security assurance and information

honesty simultaneously of information transmission than at

any other time. The customary arrangement utilizes encryption

technology to change the information over to ciphertext for

transmission. Yet, its deficiency is that the scrambled cipher-

text is normally cluttered. Simultaneously, it might additionally

lead to information being meddled or captured, coming about

in the disappointment of information transmission. In the

above setting, a new idea of correspondence security has been

progressively acknowledged and perceived: correspondence

security implies not just that the substance of information to

be sent is secure, yet additionally that the presence of the

demonstration of sending privileged intel is obscure. Hence,

steganography, which is described by ”camouflage” in the

transmission of information, has pulled in increasingly more

consideration Steganography is the art of hiding information

in a non-suspicious medium so that the very existence of

the hidden information is statistically undetectable from un-

aware individuals. The objective is to make steganographic

correspondence vague from customary trade of data during

which no insider facts are passed between imparting parties.

Advanced media, like pictures, are especially reasonable cover

objects in view of their omnipresence and on the grounds

that they can be somewhat adjusted without changing their

appearance, possibly along these lines ready to hold huge

messages. JPEG images are more oftenly used since this image

formats are greatly utilized in digital cameras, smart phones

devices and in all media of communication over the Internet

and social networks.

While on the other hand,steganalysis is the technique of

detecting the appearance of hidden data in such supports.

The purpose of finding the presence of embedding changes is

tedious due to the reason that images contain an indetermin-

istic component, the acquisition noise, and by wide range of

diversity and complexity introduced during acquisition, devel-

opment from the RAW capture, post-processing, editing, and

sharing. When designing steganalysis detectors, researchers

commonly consider a rather sand-boxed environment: a known

steganographic scheme, known payload, and a known cover

source typically consisting of grayscale images of a fixed size.
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II. BACKGROUND

A. Traditional Methods

Due to the popularity of images in digital society, images

are more likely to be used for carrying secret messages and

therefore more attention is paid on image steganalysis. In

any case, it is a difficult undertaking in light of the fact

that the stego signal acquainted with pictures is somewhat

weak. Traditionally, existing steganalysis methods rely on

handcrafted features to [1] model the statistical changes of

an image caused by embedding operation. In early period,

insights, for example, picture quality measures (IQMs), am-

plitudes of nearby extrema in the dark level histogram are

utilized as [8] Afterward, analysts followed a worldview of

model-ing the measurable conditions between neighboring

pixels or coefficients by figuring Markov interaction or co-

events from the commotion leftover. The [5]noise lingering is

acquired by utilizing high-pass filters to reinforce the stego

commotion, subsequently making highlight portrayals more

delicate to installing tasks. As of late, with the expanding

refinement of steganographic strategies, it is getting more

earnestly to identify precisely when simply utilizing straight-

forward picture models. Subsequently, scientists proposed to

utilize unpredictable and high request insights to improve the

location performance. So far, the most representative hand-

crafted features are the so-called rich image representations.

These features are extracted by firstly using a large number

of designed high-pass filters [10] to obtain a family of noise

residuals, and then merging features computed from different

noise residuals to obtain a high dimensional feature set.

When designing the above handcrafted features, steganalyz-

ers need to specify all of the image statistics that steganalysis

systems need, which is time-consuming and laborious. Un-

fortunately, it is rather difficult to know what features should

be extracted for detecting embedding changes because natural

images are difficult to model accurately. Moreover, increasing

sophistication of embedding algorithms makes the task even

more challenging.

B. Steganographic Methods

Stenographic methods can be classified mainly into five

categories which is mentioned below.

a) Spatial Domain : This stenographic method is also

known as substitution techniques, are a group of intercon-

nected simple techniques that produces a covert channel in

the areas of the cover image in which alters in such a way

that a bit scant when compared to the human’s eyes.One of

the ways to do so is to hide information in the Least Significant

Bit (LSB) of the image data. This embedding approach is

generally based on the fact that the least significant bits in

an image is considered as random noise, and generally, they

become unresponsive to any alterations on the image.

b) Transform Domain : Transform Domain In Transform

domain, images are first transformed and then the message

is embedded into it.This approach is more tedious to hide

secret message into an image. It carrys out data hiding by

altering mathematical functions and image transformations.

Transformation of cover image is carried out by tweeking the

coefficients and inverts the transformation. Most well known

transformations include the two-dimensional discrete cosine

transformation (DCT), discrete Fourier transformation (DFT)

and discrete wavelet transformation (DWT).

c) Statistical Method : : This method is known as model-

based approaches, these approaches tend to alter the statistical

properties of an image in addition to preserving them in the

embedding process. This modification is generally small, and

it is hence able to take advantage of the human inability in

detecting luminance variation.

d) Distortion Techniques : Distortion techniques needs

information of the original cover image during the decoding

process where the decoder functions to check for differences

between the original cover image and the distorted cover image

in order to restore the secret message. The encoder, on the

other hand, adds a sequence of changes to the cover image. So,

information is described as being stored by signal distortion.

C. Jpeg Steganography

• Working of Jpeg Algorithm

Fig. 1. Figure representing the working of Jpeg Algorithm

Firstly the image is converted into YCbCr from RGB

channels. YCbCr and RGB are both colorspaces having

different channels where YCbCr consists three channels

as Luminance(Y) , Cb(Cb is blue minus luma (B-Y)) ,

Cr(Cr is red minus luma (R-Y).Then DCT is applied on

the pixels of these channels , using DCT coefficients.The

image encoded using JPEG algorithm stays in YCbCr

colorspace untill it is decoded by an Image viewer soft-

ware. When a JPEG is read it is decoded and converted

back to RGB colorspace to be rendered on screen using

the techniques described the above in Fig.1

• Steganography in Jpeg

For hiding secret messages in jpeg images,DCT coeff-

cients of different channels of images are altered.There

are several approaches for doing this which is mentioned

in traditional methos section.Most advanced form [15] of

this method is the use of adpative stegongraphy techin-

ques like JUNIWARD,JMiPOD which uses deep learning

techniques too hide messages in Jpeg images and are very

difficult to track down traditional steganalysing methods.
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D. Steganalysis with Deep Learning

Deep learning is a subset of machine learning in artificial

intelligence that has networks capable of learning unsuper-

vised from data that is unstructured or [6] unlabeled. Apart

from conventional programming concept which works on input

data and rules which are explicitly set by user, deep learning

works on input and corresponding output data which is feeded

by user and network automatically sets the rules. Due to this

reliable and scalable nature of deep learning, it is used in wide

variety of applications.

The problem of feature representation for steganalysis can

be solved by using deep learning, since this [11] approach

automatically learns patterns from raw data. Since this ste-

ganalysis deals with images, Convolutional Neural Network

(CNN) in deep learning is employed for this problem. Pibre

et al. present a CNN architecture for steganalysis with fewer

convolutional layers, and without the pooling operation. But

such architecture is designed especially for steganalysis in the

scenario where the embedding changes occur roughly in the

same locations over images caused by the fixed embedding

key. However, the scenario hardly happens in practice.In [12]

propose to use absolute activation layer, Tanh activation func-

tion and 1×1 convolution in CNN architecture for steganalysis.

In ,the authors propose a method based on Deep Residual

Network, a kind of very deep CNN model. In [14], a transfer

learning procedure was applied to improve the exhibition of

CNN on distinguishing steganography with a low installing

rate. Here, in an unexpected way, the model blend procedure

is successful on improving the discovery execution against

steganography with high payload too. In [2], the authors

devised to regularize CNN model with auxiliary functions.

Different from this method, the proposed model combination

strategy does not need extra explicit feature representation.

III. THE PROPOSED MODEL ARCHITECTURE

A. Defining the model

The Fig.2 represents the proposed deep learning model for

carrying out steaganalysis. In the first phase data collection

of model was carried out. For this model, we take cover

images and its corresponding stego images of 60,000 im-

ages on each label from ImageNet Dataset which contains

over 14 million color images. The stego label contains jpeg

images on which adaptive [4] stenographic algorithms such

as JUNIWARD,JMiPOD are applied. In the second phase

processing of the supplied images was carried out. To make

dataset uniform, the input images are resized to size 224 x 224

.Then in training set data, data augmentation process is carried

out. Data augmentation refers to the modifications applied

to dataset inorder to reduce the phenomenon of Overfitting,

which refers to situation in which model [14] performs well

on train data ,but fail on test data. Here in this case, random

cropping ,horizontal and vertical flips are carried out. After

that normalization operation is carried out

The proposed steganalysis model is based on EfficientNet

[13] which is a state of art network model developed by

Fig. 2. Model Architecture

google. We use transfer learning strategy on Efficient network

model and fine tune the model for our proposed network

model.

a) EfficientNet Model: For reducing the computational

time, the amount of resources for training and deployment

complexity [3] of deep learning state of art models like

ResNet,NasNet ,Inception networks, google research labs de-

vised a new method called Efficient Net. This network out-

performs all state of models with accuracy and reducing the

computational cost for modelling network to the ratio of 1:5.

This method provides a compound scaling scaling method,

which use a compound coefficient to uniformly scales network

width, depth, and resolution in a principled way. Since’d’

depth can capture richer and more complex features, and

generalize well on new task, width ’w’ wider networks tend to

be able to capture more fine-grained features and are easier to

train and With higher resolution ’r’ input images, potentially

capture more fine-grained patterns.The below Eq.1, represents

the equation for compound scalling

depth: d = αφ

width: w = βφ

resolution: r = γφ

α · β2 · γ2 ≈ 2

where α ≥ 1, β ≥ 1, γ ≥ 1

(1)

b) Transfer learning: In deep learning, transfer learning

[9]is a method by which a neural network model is first trained

on a problem similar to the problem that is being solved. In

this approach one or more layers from the trained model are

then reused in a new model trained on the problem of interest.

With this transfer learning approach model can achieve better

accuracy as compared [16] to the model that is built from

scratch and also results in decreasing the training time for a

neural network model and resulting in lower generalization

error. For the proposed model, the last layer of EfficientNet

model is dropped out we add average pooling layer and dense

layer with SoftMax activation function at end .The weights

of the EfficientNet model is kept constant and untrained. The

modified model is then trained on our training dataset.

B. Working of the Proposed Model

The above Fig.3 shows the working of the proposed model.

After preprocessing images in train dataset which is of size
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Fig. 3. Proposed model network for steganalysis

512 x 512 x 3, we get image 224 x 224 x3 which is to the

efficient Net. The Efficient Net is a convolutional layer of type

inverse residual block. Inverse residual is a type of residual

block which is utilized for picture classification models that

uses an inverted structure for achieving higher accuracy of

model with limited resources. A traditional Residual Block

has a structure of wide - narrow - wide with the number of

channels. The input has a large number of channels, which are

compressed with a 1x1 convolution. The number of channels

is then increased again with a 1x1 convolution so input and

output can be added. But in case of an Inverted Residual Block

structure is narrow - wide - narrow, hence the inversion. We

first widen with a 1x1 convolution, then use a 3x3 depth wise

convolution which results in reduction of the parameters used

then we use a 1x1 convolution to decrease the number of

channels so input and output can be added.

Here we apply transfer learning approach, the weights of

efficient network layer is kept constant and make also make

training of dataset in this layers are set to false. For this

proposed model the layer of Efficient Net is dropped out

and we add additional layers which is required to meet our

purpose. Average Pooling layer and dense layer is added. The

average pooling layer pools average over all layers that is

output by efficient net converts layer to equivalent 1D network.

This network later connects to the dense layer of size 1280 x

1 and then this layer are densely connected to a softmax layer

,which outputs the results in form of probability value ranging

from 0 to 1.This decimal value represents the percentage that

model predicts the image contain stego message.

C. Implementation of the Proposed Model

The proposed model was done on PyTorch, which is a deep

learning framework written on python language. The model

was trained on local computer with support of GPU to speed

up training of the model.To visualize the model accuracy, we

use matplotlib library of python. For optimization of model,

we use Adam optimizer which is a module built over stochastic

gradient descent method. The model ran for 100 epochs and

result was analyzed. Finally, deployment of model was carried

with help of Flask, python web framework with setting server

as our local computer with help of ngrok.

IV. RESULTS

The Fig. 4. shows the training loss and validation loss curve

when the model run for 100 epochs or iterations. From figure

it is clear that the losses of model decrease with increasing

epochs which shows that model is training well on the given

dataset.The convergence of training curve and validation curve

shows that the model generalizes very well, that is model will

give good performance on real world data.

The Fig. 5. shows the accuracy curve of the proposed model.

It is clear from graph that, the validation accuracy of model

increases with increase in epochs which implies that model

generalizes well. From graph, it clear that the accuracy of

proposed model ranges between 75% - 85% which shows the

performance of model.

V. CONCLUSION

In this paper we propose a deep learning model, that predicts

if a jpeg image is stego or not. In section 2 of the paper,

we discussed about the traditional steganalysis approaches.

From that, it was clear that feature extraction in traditional

like rich models, support vector approaches was handpicked

one which is a tedious task. As steganography approaches

are improving, such as adaptive steganography methods like

JUNIWARD, JMiPOD are very difficult to implement feature

extraction explicitly. Due to this we proposed a deep learn-

ing steganalysis model. For better computation with limited

resources and for achieving good accuracy we use transfer

Fig. 4. Loss Curve of the proposed model
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Fig. 5. Accuracy Curve of Proposed model network

learning approach and fine tune the model. For the proposed

model we use EfficientNet and fine tune this network model

to make it suitable for our purpose. After training and testing

the proposed model we get an accuracy around 75 %.With this

approaches the model performs very well with limited amount

of work as compared to hand -crafted features in traditional

methods.
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Abstract – A chatbot is an intelligent piece of software that is 

capable of communicating and performing actions similar to a 

human by artificially replicating the patterns of human 

interaction. It allows a form of interaction between a human and a 

machine. Social chatbots are designed to form a social-emotional 

relationship with the end user. The main notion behind this 

chatbot is to predict if the user has an underlying mental health 

issue. This paper provides a solution as a system which can 

communicate and find the intensity of various emotions such as 

joy, sadness, fear, anger, guilt, disgust, shame. Further, based on 

the obtained intensity of each emotions, the chatbot predicts if the 

users suffering from mental illness by using users chat data. The 

chatbot uses Long–Short Term Memory (LSTM) for emotion 

detection. 

Key words: Artificial Intelligence, Mental Illness, Chatbot, 

Emotions. 

 

I. INTRODUCTION 

Chatbots are special agents that respond with the user 
in natural language just as a human would reply [1][7]. 
Pointedly, social chatbots are the ones which builds a strong 
emotional relationship with the user [1]. The primary goal of a 
social chatbot is not necessarily to solve all the questions the 
users might have, but rather, to be a virtual companion to users 
[4].  

Early conversational systems, such as Eliza 
(Weizenbaum, 1966), Parry (Colby, 1975), and Alice (Wallace, 
2009), were designed to mimic human behaviour in a text-based 
conversation, hence to pass the Turing Test (Turing, 1950; 
Shieber, 1994) within a controlled scope [5][6]. Despite 
impressive successes, these systems, which were precursors to 

today’s social chatbots, were mostly based on hand-crafted 
rules. As a result, they worked well only in constrained 
environments. 

In the area of mental health, there are still open 
questions about how to use technology to sense affective states 
of mind [4]. A recent analysis implies that many people may 
actually would rather “talk" to a chatbot or other AI program 
about their mental health struggles than to a therapist 
themselves. In fact, only 18% of people surveyed preferred to 
talk to a human about their problems, meaning that 82% would 
prefer to talk to a robot [7].  

In this paper, we proposed an intelligent chatbot which 
can help to detect the intensity of emotions in textual data from 
users’ chat. Likewise, the bot can suggest whether the user 
needs an immediate medical attention, for that the user needs to 
converse with the bot, in this process the bot will try to form a 
bond between itself and the user. Based on the chat data 
collected from the conversation the bot will try to identify the 
emotion associated with each text. Subsequently, the overall 
intensity of each emotions will be calculated and whether the 
user is suffering from a mental illness is predicted.  

The two algorithms are used in the model training.  
Long short-term memory (LSTM) is used for chatbot training 
while emotion analysis is done using Linear Support Vector 
Machine (LSVM). LSTM is applicable to tasks such as 
unsegmented, connected handwriting recognition, speech 
recognition and anomaly detection in network. A 
common LSTM unit is comprised of a cell, an input gate, an 
output gate and a forget gate [8]. LSVM on other hand is 
particularly suited for use with wide datasets, that is, those with 
a large number of predictor fields [9]. 

BOBtheBOT: An Intelligent Chatbot to Detect Mental 
Illness by Recognizing Emotion Through Text 
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These two algorithms are deployed further for 
completing the training. 

II. RELATED WORKS 

Continual refinement of emotion recognition and natural 
language processing techniques has allowed for chatbot 
systems to be successfully used in therapy and counselling.  

One study attempted to redefine emotion recognition 
by distributing text into emotion labels and based on the labels 
it identifies users’ mental state as stress or depressed using 
users’ chat data. Further, based on the emotions, it calculates 
the positivity and negativity percentage to classify the mental 
state of the user using negativity percentage. For emotion 
detection, they deployed three popular deep learning classifiers 
namely, Convolutional Neural Network (CNN), Recurrent 
Neural Network (RNN), and Hierarchical Attention Network 
(HAN) [1].  

Another approach to textual emotion analysis was by 
building an emotion embedding model using Convolution 
Neural Network. In this paper, a further classification of 
emotion is added so as to provide more descriptive output from 
the model. Emotions embedding model here only refers to an 
embedded layer trained in CNN emotional classification 
learning process and cannot identify the presence of emotion 
shift in statements [2]. 

A different research summarized many recent 
advances and several key research challenges associated with 
NLP research area. It suggests an effective emotion-shift 
recognition model and context encoder can yield significant 
performance improvement over chit-chat dialogue, and even 
improve some aspects of task-oriented dialogue [3]. 

 
III. PROPOSED METHOD 

In this work, we proposed a chatbot which takes users’ 
chat as input and predicts the percentage of various emotions 
such as Joy, Shame, Anger, Disgust, Sadness, Guilt, and Fear 
involved in it. The chatbot is trained to handle simple 
conversations and meanwhile passing the users’ chat to emotion 
detection model which classify the users’ chat into the emotions 
mentioned above and further based on this classification, the 
percentage of each emotion is calculated by taking the total 
number of conversations into account. 

A. Dataset Description 

In this work, we have used the International Survey on 
Emotion Antecedents and Reactions (ISEAR) dataset for 
emotion detection from the chat text. The dataset consists of 
7652 phrases and 1542 emotional words. It is categorized into 
several categories of emotions such as Joy, Shame, Anger, 
Disgust, Sadness, Guilt, and Fear. 

The dataset used for chatbot is a collection of YAML 
files with each of them handling various contexts in the 
conversation. 

 
 

 
Fig 1.1: Proposed model 

B. Training and Testing 

              We trained and tested two models. One for emotion 
detection and the other for chatbot. To identify the emotion 
from text, LSVM algorithm is deployed. And the chatbot is 
trained with LSTM, a deep learning algorithm. 
 

i. Emotion detection model 

a)  Data cleansing: This process involves 

removing unwanted characters, converting 

entire text into lowercase, spelling correction, 

rare word removal and the removal of 

stopwords using NLTK. 

b) Label Encoding: The emotion label 

corresponding to each sentence of the dataset 

is encoded into integer values. 

c) Splitting the dataset: The dataset is split into 

two for training and testing in a 9:1 ratio. 

d) Lemmatization: This process groups together 

the inflected forms of a word so they can be 

analysed as a single item. Word.lemmatize() 

function in the TextBlob package is used. 

e) Forming Word Vector: Scikit-learn's 

CountVectorizer is used for obtaining vector 

representation for words. It is used to 

transform a given text into a vector on the 

basis of the frequency of each word that 

occurs in the entire text. 
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f) Training: The LSVM Model is trained with 

SGDClassifier followed by testing. An 

accuracy of 56% is obtained. 

 

ii. Chat-Bot Model 

a) Data Pre-processing: As Deep learning 

techniques are used for the training of the 

chat model, there are only few pre-processing 

done manually to the dataset. The collection 

of YAML files is converted to a single 

YAML file. These data are then tokenized. 

b) Label Encoding: The intent corresponding to 

each conversation text is encoded into integer 

value. 

c) Training: The model is trained using the 

LSTM model and an accuracy of 99% is 

achieved. 

 

 
Fig 1.2: Chatbot Model 

C. Emotion Percentage Calculation 

After the training and testing of both the model is 
completed, the two models are pipelined together in such a way 
that the users’ chat input is first fed into the emotion detection 
model and the result is stored till the end of the chat.After this, 
the users’ chat input goes to the chatbot model itself from where 
the model finds the apt reply output by calculating cosine 
similarity between the sentences which belongs to the same 
intent as the input. 

The chatbot stops taking input after receiving the ‘quit’ 
command. At this stage, all the results stored by the emotion 
detection model are now used to calculate the percentage of 
each emotion. 

 

The calculated percentages are finally printed on the 
screen as output. 

 
IV. CONCLUSION 

In this paper we proposed an intelligent chatbot for 
detecting user’s emotion and to predict whether there is an 
underlying mental health issue. For the purpose of analysing 
emotions from user’s text, machine learning algorithm namely, 
LSVM was deployed. Furthermore, deep learning algorithm 
namely, LSTM was used for chatbot training. 

When any type of mental health or emotional concern 
affects daily life and function, it is important for people to 
choose to seek help on their own. But most often people don’t 
recognize if there is anything worth of a concern. The chatbot 
promotes a mode to make the user understand the problem that 
they themselves wasn’t able to.  

Whether AI chatbots can become a placeholder for 
emotional relationship with real humans is still a question but 
already, AI researchers and robotics are developing products for 
exactly this purpose, testing the limits of how much a machine 
can learn to mimic and respond to human emotions.  
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Abstract—Distributed Denial of Service (DDoS) attacks are
one of the most harmful threats in today’s Internet, disrupting
the availability of essential services. Among this the Low Rate
DDOS(LR-DDOS) attacks are more difficult to detect due to
the behaviour of attack flows which is similar to normal flows.
The explosive growth of network traffic and its multitype on
Internet have brought new and severe challenges to LR-DDoS
attack detection. Numerous LR-DDoS attacks, which have been
launched against various organizations in the last decade, have
had a direct impact on both vendors and users. In recent years,
LR-DDoS attacks have become more difficult to detect due to the
many combinations of attack approaches. In order to combat
the diversity of attack techniques, more acCcurate and more
robust defence techniques are required. So here proposes a LR-
DDoS attack detection method based on multi-feature fusion
and convolution neural network(CNN) in resource constrained
environment. This method compute a variety of network features
and fuse them into a feature map, which will be used to char-
acterize the state of the network. The system targets a practical,
lightweight implementation with low processing overhead and
attack detection time. It is a practical, lightweight deep learning
LR-DDoS detection system, which exploits the properties of
Convolutional Neural Networks (CNNs) to detect and classify
traffic flows as either malicious or benign.

Index Terms—DDoS Attack, LR-DDOS, DDoS Detection, Con-
volutional Neural Network, Feature fusion.

I. INTRODUCTION

Distributed Denial of Service (DDoS) is a cyber attack that

makes services unavailable or only partially available. It is a

malicious attempt to disrupt the normal traffic of a targeted

server, service or network by overwhelming the target or its

surrounding infrastructure with a flood of Internet traffic. Low-

Rate Distributed Denial-of-Service (LR-DDoS) attacks are a

new challenge to cyberspace, as the attackers send a large

amount of attack packets similar to normal traffic, to throttle

legitimate flows. The main goal of a LR-DDoS attack is to

exhaust the network with a high volume of traffic, thus denying

access to services by legitimate users. DDoS attacks have

been the major threats for the Internet and can bring great

loss to companies and governments. With the development of

emerging technologies, such as cloud computing, Internet of

things, artificial intelligence techniques, attackers can launch a

huge volume of DDoS attacks with a lower cost, and it is much

harder to detect and prevent DDoS attacks. Because DDoS

traffic is similar to normal traffic. Numerous DDoS attacks

have been launched against various organizations in the last

decade, resulting in revenue losses as well as increased costs

to defend the availability of services.

LR-DDoS attacks are currently the most prevalent and sophis-

ticated threat for organizations, and are increasingly difficult to

prevent. In 2018, GitHub was hit with one of the largest DDoS

attacks ever. This impactful attack comes in one of the most

highlighted cyber attacks of the current cyber age, shaking the

ground basis of one of the pillars of the CIA security triad.

Attackers use thousands of dump terminals, machines, and

botnets to concurrently launch DDoS attacks that subsequently

exhaust the target system main resources, making the entire

services unavailable. There are a potentially extreme number

of legitimate and powerful tools available, which can be

abused to launch DDoS attacks on large and small scales

accordingly. In another recent DDoS attack, attackers misused

the legitimate Memcached tool, whose primary purpose is

to reduce strain over the underlying network resources. The

attacker abused Memcached objects and spoofed IP addresses,

allowing Memcached responses to be directed to the target

addresses with 126.9 million packets/second to largely con-

sume target resources. Moreover, the use of spoofed IPs makes

the trace-back next to impossible in DDoS attacks. Therefore,

the efficient and early detection, mitigation, and prevention

of DDoS attacks remain a challenging task. However, strong

novel measures can be taken towards timely detection, to allow

subsequent countermeasures to prevent or mitigate sophis-

ticated DDoS attacks. There have been interest in utilizing

artificial learning approaches (e.g., machine learning and deep

learning techniques) to prevent or mitigate sophisticated DDoS

attacks, although designing efficient and effective DDoS mit-

igation strategies remain an ongoing challenge.

Nowadays, LR-DDoS attacks have become so dynamic and

sophisticated, in that they are launched in a variety of patterns,

making it difficult for static solutions to detect. However, ex-

isting research has many problems, including the performance

of the detection system, that is, the success in detecting a

DDoS attack, computation cost of detection, as well as the

ability to deal with large amounts of data. A new approach

is therefore needed to detect DDoS attacks dynamically, to

handle dynamic DDoS attack patterns and the large volume

of data effectively.

Convolutional Neural Networks (CNNs), a specific DL tech-

nique, have grown in popularity in recent times leading to
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major innovations in computer vision and Natural Language

Processing , as well as various niche areas such as protein

binding prediction, machine vibration analysis and medical

signal processing. Whilst their use is still under-researched

in cyber security generally, the application of CNNs has

advanced the state-of-the-art in certain specific scenarios such

as malware detection, code analysis, network traffic analysis

and intrusion detection in industrial control systems. These

successes, combined with the benefits of CNN with respect

to reduced feature engineering and high detection accuracy,

motivate to employ CNNs in this work.

The main contributions of this paper are:

- Here propose a new LR-DDoS attack detection method based

on MF-CNN in resource constrained environment.

– The method uses a variety of network features to describe

the state of the network. The calculated network eigenvalues

are fused into feature maps. These feature maps are used for

training CNN model and detecting LR-DDoS attack.

The remainder of this paper is structured as follows:: Sec.

II details different DDoS attacks, Sec. III discusses the related

work, Sec. IV explains the proposed system. Finally, the

conclusion of this paper is provided in Sec. V.

II. DDOS ATTACKS

DDoS attacks aim to decrease the availability of service by

exhausting the network or computational resources available

for traffic or computation and thus preventing the legitimate

users from accessing their services. There are many techniques

to launch a DDoS attack such as the following:

A. UDP flood attack

In the User Datagram Protocol (UDP), unlike in the Trans-

mission Control Protocol (TCP), the packet is sent directly to

the target server without any handshake. The attacker uses this

protocol property to send a large volume of traffic and thus

exhausts the network resources of the target server.

B. SYN flood

The connection in TCP protocol is established after the

three-way handshake process in which the server and client

exchange synchronize (SYN) and acknowledge (ACK) mes-

sages. The SYN attack happens when a client responds to

the server with an incorrect ACK message with a spoofed IP

address. The server replies to wrong IP address SYN message

and waits to get a reply back from the client. This wait time

makes the connection open for some time causing the server

resource to be unavailable.

C. Ping of Death

Ping Of Death (POD) is an old version of ICMP ping flood

attack. The IP protocol has a maximum packet size, to be sent

between two devices, which is 65,535 bytes for IPv4. Using a

simple ping command to send malformed or oversized packets

can have a severe impact on an unpatched system.

D. Denial of sleep attack

In wireless sensor nodes, the Media Access Control (MAC)

layer protocol plays an essential role in controlling and saving

the power consumption. Denial of sleep attack occurs when

the attacker has obtained information about MAC protocol,

which allows bypassing the authentication and the encryption

protocols.

III. LR-DDOS ATTACK

LR-DDoS attacks are hard to detect since they have the

same characteristics as legitimate traffic and are hidden in

background traffic. Attacks are launched through a single

attack source and its average rate is low enough, so the number

of packets sent is very small and challenging to detect. Thus,

common DDoS attack detection mechanisms are not effective

in detecting LR-DDoS attacks.

IV. RELATED WORK

DDoS detection and mitigation techniques have been ex-

plored by the network research community since the first re-

ported DDoS attack incident in 1999. In this section, the DDoS

detection techniques based on different approaches, with a

specific focus on deep learning techniques were reviewed and

discussed.

A. CPSS LR-DDoS Detection and Defense in Edge Computing

Existing intrusion detection and defense models for Cyber-

Physical Social Systems (CPSS) rely on the analysis of static

intrusion characteristics, which cannot effectively detect Low-

Rate Denial-of-Service (LRDDoS) attacks on large scale,

especially in the edge environment. Liu et al. [7] explained the

development of a novel hybrid defense and intrusion detection

method for the previous CPSS LR DDoS scenario in a fringe

environment using the location-sensitive feature extraction and

the Deep Convolutional Neural Network (DCNN) to automat-

ically learn the optimal value properties of the original data

Distribution and implements profound learning Q Network

as a powerful decision maker to defend against attacks. The

experimental results in the detection phase show that the

proposed method can differentiate abnormal network attack

streams with higher detection accuracy and faster response

time than the Support Vector Machine (SVM), K-means

and K-means types. Surface Learning Neural Network etc. a

certain detection rate for new unknown attacks, which means

that the method is efficient and suitable for the real network

environment. Experimental results in the defense phase show

that LR DDoS attacks can be defended without any problems.

B. Deep Cnn Ensemble SDN Framework

In a Flow-based benchmark dataset, which solely reflects

software-defined networks, Haider et al.[8] suggests a novel

approach to using DL-based ensemble and hybrid approaches

to detect large-scale DDoS attacks. This proposed paradigm

leverages novel CNN ensemble models for enhanced Flow-

based data detection. To add to the issue of the most prevalent
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and advanced DDoS attack detection in SDNs, they imple-

mented an effective and scalable deep CNN ensemble architec-

ture. On a flow-based SDN dataset, the architecture was tested

with benchmark deep learning sets and hybrid state-of-the-art

algorithms. The proposed algorithm shows improvements in

both the accuracy of detection and the complexity of com-

puting. Finally, they endorse varied deep learning ensemble

based detection and prevention mechanisms for the emerging

large-scale distributed networks.

C. DeepDefense: Deep Learning based Approach

Xiaoyong et al.[9] suggested a DDoS attack detection

method focused on deep learning called Deep Defense. The

deep learning method will automatically extract the high-level

features from the low-level ones and get powerful represen-

tation and inference. To learn patterns from network traffic

sequences and track network attack events, they developed

a recurrent deep neural network. Compared to traditional

machine learning models, the experimental findings show

better model efficiency. With a broad dataset, they train

deep learning models to solve complicated recognition issues.

Different neural network models are used by Deep Defense:

Convolutionary Neural Network (CNN), Recurrent Neural

Network, Long Short-Term Memory Neural Network (LSTM)

and Gated Recurrent Neural Network Unit (GRU). These

methods are proved to greatly improve the performance in

many domains when training large data sets. They reduce the

error rate from 7.517% to 2.103% compared with conventional

machine learning method in the larger data set.

D. DDoS Detection and defense based on deep learning

Chuanhuang et al[10] introduced a new DDoS attack de-

tection model and defense system based on emerging deep

learning technology in the Software Defined Network environ-

ment. The model can learn patterns in a historical way from

sequences of network traffic and trace network attack activi-

ties. Through using the model-based protection framework, the

DDoS attack traffic in the Software Specified Network can be

cleaned efficiently. The experimental results demonstrate the

much better performance of this model compared with con-

ventional ways. It also decreases the degree of environmental

dependency, makes it easier to upgrade the detection system in

real time, and reduces the complexity of updating or modifying

the detection strategy.

E. TCP-based Detection in Cloud Computing Data Centers

Cloud computing data centers have become one of the

most important infrastructures in the era of big data. When

considering data center security, one of the most serious issues

is Distributed Denial of Service (DDoS) attacks[11]. This

takes into account DDoS attacks that use TCP traffic, which

is increasingly common but difficult to detect. Two attack

modes are defined to detect DDoS attacks: fixed source IP

attacks (FSIA) and random source IP attacks (RSIA), based

on the source IP address that attackers use.The TCP-based

DDoS detection approach, which extracts efficient TCP traffic

characteristics and distinguishes malicious traffic from normal

traffic by two decision tree classifiers, is also proposed here.

Using a virtual dataset and actual datasets, including the ISCX

IDS dataset, the CAIDA DDoS Attack 2007 dataset, and a

Baidu Cloud Computing Platform dataset, the proposed solu-

tion is evaluated. Experimental results show that the proposed

approach can achieve attack detection rate higher than 99%

with a false alarm rate less than 1%. This approach were

implemented in the DDoS defense system of Baidu’s cloud

computing data center.

F. Semi-Supervised K-means Detection Algorithm Using Hy-

brid Feature Selection Method

An attempt to make an online service inaccessible by flood-

ing it with traffic from multiple sources is a distributed denial

of service (DDoS) attack. There are some drawbacks to the

current againt ddos attack schemes, including that supervised

learning methods require large numbers of labeled data and

relatively low detection rate and high false positive rate of

unsupervised learning algorithms. They suggested a semi-

supervised method of weighted k-means detection in order to

resolve these problems. Gu et al.[12] proposed a hybrid feature

selection algorithm based on Hadoop to find the most efficient

feature sets and suggest an enhanced initial cluster center

selection algorithm based on density to solve the problem

of outliers and optimal place. Using hybrid feature selection

(SKM-HFS) to detect attacks, they include the Semi Monitored

K-means algorithm. The results of their experiments shown

that in terms of detection efficiency and order preference

technique, the proposed approach exceeds the benchmark by

similarity to an ideal solution (TOPSIS) evaluation factor.

G. Detection Based on Improved KNN With the Degree of

DDoS Attack in SDN

The emerging networking in Software Defined Networks

provides a new way to reconsider the defense against DDoS

attacks. Dong et al.[13] proposed two methods to detect

the DDoS attack in SDN. The degree of DDoS attack to

classify the DDoS attack is adopted by one process. The

other approach uses the enhanced Machine Learning (ML)-

based K-Nearest Neighbors (KNN) algorithm to discover the

DDoS attack. Here they have proposed four features (called

flow length, flow duration, flow size, and flow ratio) in order

to evaluate the DDoS attack detection performance when

the SDN controller is attacked by the DDoS attack. A new

concept called the degree of attack is proposed to detect the

DDoS attack was also introduced. A detection algorithm based

on the degree of the attack (called DDADA) was proposed

based on this concept. And also inorder to further improve

the detection efficiency, another detection algorithm based on

machine learning (called DDAML) was introduced to identify

the DDoS attack.

H. A Hybrid Deep Learning based Model for Anomaly De-

tection in Cloud Datacentre Networks

Garg[14] proposed a hybrid data processing model for

network anomaly detection is proposed that leverages Grey
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Wolf Optimization (GWO) and Convolutional Neural Network

(CNN). This work presents a robust hybrid model for net-

work anomaly detection in cloud environments, particularly

for streaming data. The model leverages the advantages of

multiobjective optimization and deep learning, particularly

for feature extraction and anomaly detection on real-time

network traffic streams. For this purpose, two computationally

efficient techniques were employed namely-GWO and CNN.

The amalgamation of these techniques is further improved by

revamping their respective standard strategies. For instance,

GWO is improvised with respect to enhance initial popula-

tion, exploration and exploitation capabilities, while CNN is

modified in terms of dropout layer functionality. Additionally,

the proposed hybrid model was extensively evaluated on

benchmark and synthetic datasets. But the inherent complexity

in the cloud environment is induced due to the heterogeneity

of incoming traffic and underlying hardware; which makes the

task of anomaly detection more cumbersome.

I. DDoS Detection System: Using a Set of Classification

Algorithms Controlled by Fuzzy Logic System in Apache Spark

Alsirhani et al.[15] proposed a dynamic DDoS attack de-

tection system based on three main components: classification

algorithms, a distributed system, and a fuzzy logic system.

Their framework uses fuzzy logic to dynamically select an

algorithm from a set of prepared classification algorithms that

detect different DDoS patterns. Out of the many candidate

classification algorithms, they use Naive Bayes, Decision

Tree (Entropy), Decision Tree (Gini), and Random Forest as

candidate algorithms. Their results show that there is a trade-

off between the precision of the classification algorithms used

and their delays. In this case, this is not always the case,

because the model training times are inversely proportional

to the number of nodes in the Spark cluster. The fuzzy logic

system, on the other hand, can efficiently select the right

classification algorithm from among the others at the right

time.

J. Learning Multilevel Auto-encoders for DDoS Attack Detec-

tion in Smart Grid Network

Ali, S et.al[16] proposed an efficient DDoS attack detection

technique based on multilevel auto-encoder based feature

learning. They learned multiple levels of shallow and deep

autoencoders in an unsupervised manner which are then used

to encode the training and test data for feature generation. A

final unified detection model is then learned by combining the

multilevel features using and efficient Multiple Kernel Learn-

ing (MKL) algorithm. The overall system is targeted towards

more accurate and more efficient DDoS attack detection in

the smart grid network. The algorithm exploits both shallow

and deep auto-encoders for learning powerful features in an

unsupervised manner. Features from multilevel auto-encoders

are combined using Multiple Kernel Learning (MKL) that au-

tomatically learns the weights of the features in the ensemble.

Experiments are performed on two benchmark DDoS attack

detection databases (and their subsets) and the results are

compared with six state-of-the art methods. Our results show

that the proposed method outperforms the compared methods

in terms of accuracy and simplicity.

V. PROPOSED SYSTEM

This paper introduce a new architecture for Low Rate DDoS

attack detection and mitigation in an emerging paradigm

called SDN environment using deep learning technique. CNN

encapsulates the learning of malicious activity from the net-

work traffic to enable the identification of DDoS patterns

regardless of their temporal positioning. This is a fundamental

benefit of CNN to produce the same output regardless of

where a pattern appears in the input. This encapsulation and

learning of features while training the model removes the need

for excessive feature engineering, ranking and selection. To

support an online attack detection system, here use a novel

preprocessing method for the network traffic that generates a

spatial data representation which is subjected to feature fusion

and the resultant feature maps is used as the input to the CNN.

In deep learning, CNN is a feed-forward neural network

that contains a complex arrangement of cells interconnected

by a relation inspired from the organization of the animal

visual cortex. It is a classic algorithm which is widely used

in image recognition and image classification. The basic idea

behind this model is that here extract multiple features from

network traffic with a network traffic preprocessing algorithm

and then fuse them into feature maps. Based on the feature

maps, here build a CNN model to detect LR-DDoS attack.

The architecture of the proposed method is shown in Fig.1

Fig. 1. Proposed architecture
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A. Input data

Input is the network traffic data. The network traffic com-

prised of data flows between the end points. The network

traffic data is divided into two as training data and testing data.

The training data is used to train the CNN model. Training

contains both attacked data and non-attacked data. Training

data and testing data are converted into corresponding feature

maps by feature extraction and feature fusion. During the stage

of training the CNN model, model acquires the ability to

identify LR-DDoS attack by learning and remembering feature

maps of training data. In the detection of LR-DDoS attack

stage, the well-trained CNN model classifies the feature maps

of testing data. Shaping the input data in this manner allows

the CNN to learn the characteristics of LR-DDoS attacks and

benign traffic through the convolutional filters sliding over

such input to identify salient patterns.

B. Network Traffic preprocessing

For preprocessing, here an algorithm is used called Network

Traffic Preprocessing Algorithm that converts the traffic flows

extracted from the network traffic traces of a dataset into array-

like data structures and splits them into sub-flows based on

the time windows. The input to the algorithm are network

traffic trace, flow-level labels, time window and maximum

packets/sample.

C. Feature Extraction

From the given a traffic trace file of the dataset and the

pre-defined time window of length t seconds, the algorithm

collects all the packets from the file with capture time between

t0, the capture time of the first packet, and time t0 + t. From

each packet, the algorithm extracts 11 attributes. The more

accurate and precise attributes for the generalization of model

are selected. Others are excluded intuitively.

D. Data processing

Here the traffic is collected for a particular amount of time

before it being sent to the anomaly detection algorithm. With-

out the knowledge of theIR whole life, such algorithms must

base their decisions on portions of traffic flows. To simulate

this process, the attributes of the packets belonging to the same

bi-directional traffic flow are grouped in a chronological order

to form an example of shape [n, f], where f is the number

of features (11) and n is the maximum number of packets the

parsing process collects for each flow within the time window.

t and n are hyper-parameters for the CNN model. Flows longer

than n are truncated, while shorter flows are zero-padded at

the end during the next stage after normalization. The same

operations are repeated for the packets within time window

[t0+t, t0+2t] and so on, until the end of the file. The output of

this process is a bi-dimensional array of samples. The row of

array represents the samples whose packets have been captured

in the same time window, while the column represents the

samples whose packets belong to the same bi-directional flow.

E. Normalization

Normalization is a scaling technique in which values are

shifted and rescaled without distorting differences in the ranges

of values or losing information. Here each attribute value is

normalized to a [0, 1] scale.

F. Padding

Padding is the process of adding extra values outside of it.

Here the data is zero-padded so that each sample is of fixed

length n, since having samples of fixed length is a requirement

for a CNN to be able to learn over a full sample set.

G. Feature Fusion

Feature fusion is the process of converting a feature matrix

obtained into the image data. The advantage of the feature

fusion is obvious. Different feature vectors that are extracted

from the same pattern always reflects the different character-

istic of patterns. By optimizing and combining these features,

it not only keeps the effective discriminant information of

multi-feature, but also eliminates the redundant information

to certain degree. This is especially important to classification

and recognition process. There are the two existing feature

fusion methods. One is to group two sets of feature vectors

into one union-vector , and then to extract features in the

higher-dimension real vector space. Another one is to combine

two sets of feature vectors by a complex vector, and then

to extract features in the complex vector space. Both feature

fusion methods can increase the recognition rate, the feature

fusion method based on the union-vector is referred as serial

feature fusion and the one based on the complex vector is

called parallel feature fusion.

Feature fusion helps to fully learn the features of image

for description of their rich internal information. It integrates

the related information extracted from a group of Training

and Testing data without losing any information. Network

traffic is also called as data traffic which is the amount of

data moving across the network at any given amount of time.

The data traffic is broken down into different data packets

that are sent over a network before being reassembled by the

destination device. The network traffic is divided into several

detection windows, and each detection window can obtain a

feature matrix by feature extraction. Feature matrix is the n-

dimensional array or matrix of features. The feature matrix

is processed to get the feature maps. The obtained feature

maps are the input to the CNN model. The feature maps of

the normal traffic is different from the feature maps with LR-

DDoS attack.

H. Convolutional Neural Network

Convolutional neural network (CNN) is a class of Deep

Neural Networks in deep learning that is commonly applied

to computer vision and natural language processing. CNN is

a class of neural network that allows greater extraction of

features from the captured input data. Unlike classical models,

CNNs can take image data, train the model, and then classify

the features automatically for healthier level classification.
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CNNs are used in many applications like image recognition,

face recognition, and video analysis. CNN performs two basic

operations, namely convolution and pooling. The convolution

operation using multiple filters which is able to extract features

called feature maps from the given dataset, through which

their corresponding spatial information can be preserved. The

pooling operation, also called subsampling, is used to reduce

the dimensionality of feature maps from the convolution op-

eration. The pooling operations are max pooling, min pooling

and average pooling. Max pooling and average pooling are the

most common pooling operations used in CNN. The structure

of a CNN model consist of input layer, convolution layer,

pooling layer, full-connection layer and the output layer.

Input layer: The original image data is processed in the input

layer.

Convolution layer: The convolution layer is used to con-

volute the input image data. CNN model has one or more

convolution layers, each of which consist of several convo-

lution planes. Each convolution plane contains a group of

convolution units. A convolution plane is also called a channel.

Convolution unit performs linear weighting operation on the

input data through the activation function. The local perception

and weight sharing mechanism are the biggest difference

between CNN model and ordinary neural networks. Local

perception means that the picture information has the local

similarity. Based on the principle of local perception, the input

data of each convolution unit is only part of the image data.

The input data size of the convolution unit is determined by

the convolution kernel. The convolution kernel is a set of

weights. The size of convolution kernel mainly includes 5×5

and 7×7. All convolution units in a convolution plane share a

convolution kernel is called weight sharing.

Pooling layer: The pooling layer is used to reduce the data

size and improve the over-fitting problem. Pooling methods

include max pooling, mean pooling and average pooling.

Full-connection layer: The fully-connection layer consists

of a series of neurons. It plays the role of classifier in the

CNN model.

Output layer: This layer outputs the final classification re-

sults. A neuron in the output layer corresponds to a classifica-

tion type. Each neuron outputs a probability value representing

the score of the corresponding category. Finally, the model

selects the category with the highest score as the result of the

classification.

The method consists of two stages such as building of CNN

model and attack classification.

VI. CNN MODEL TRAINING

The training of CNN model consist of two stages ; forward

propagation stage and backward propagation stage. In the for-

ward propagation stage, the CNN model calculates the actual

classification results of samples. In the backward propagation

stage, the CNN model adjusts the convolution kernel weights

by calculating the error rate of classification results. The error

calculation function includes mean square error function, log-

arithmic likelihood error function and crossentropy function.

In this paper, the mean square error function is used to train

the parameters of CNN model.

The CNN model parameters are;

A. Activation function

The activation function is used for feature mapping of image

data in convolution unit. The closer the output is to 1, the

stronger the image data feature of the corresponding region

is, and the closer the output is to 0, the weaker the image data

feature of the corresponding region is. The full-connected layer

and the output layer also contain activation function, which

is mainly used for non-linear mapping of data. Activation

functions include Sigmoid, ReLU and Tanh.

B. Learning rate

It is used to control the learning progress of the model

during the training process. The learning rate includes fixed

learning rate and variable learning rate. Fixed learning rate is

simple to implement, but it tends to cause slow convergence of

the model. Therefore, the CNN model constructed in this paper

uses a variable learning rate. The variable learning rate can be

adaptively reduced during the training process to accelerate the

convergence speed of the model and get the optimal detection

model.

C. Number of iteration

It represents the number of training the model needs. Each

iteration will modify the weight to improve the classification

ability of the model.

VII. CONSTRUCTION OF CNN MODEL

The CNN model consists of one input layer, two convolution

layers, two pooling layers, two full-connection layers and one

output layer. The input layer is a 28×28 feature map. In the first

convolution layer, it includes 6 convolution planes and the size

of convolution kernel is 5×5. In the second convolution layer, it

includes sixteen convolution planes and the size of convolution

kernel is 5×5. Convolution kernel uses Rectified Linear Unit

function as activation function. The pooling horizon of the

pooling layer is 2×2, and the max pooling mode is used. In

the full-connection layers, the number of neuron in the first

layer is 120, and the number of neuron in the second layer

is 84. The output layer consists of two output nodes, which

represent attacked and non-attacked respectively. The Sigmoid

activation function is used for both the fullconnection layers

and the output layer.

A sample data sequence over a period of time is referred to

as Detection window (DW). A DW can be equally divided into

several segments is termed as Data slice(DS). Each segment

is called a data slice.

In this method, the DW is the detection unit and the DS is

the feature calculation unit. One DW contains several DSs.

One DS extracts network traffic eigenvalues and forms a

feature vector. Therefore, One DW forms a feature matrix.

Feature matrix is used to generate feature map by feature

fusion.
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The detection algorithm consists of two parts: the training

of CNN model and the detection of LR-DDoS attack.

The construction of CNN model is performed by inputting

the training data, sampling interval, size of DW, size of DS,

and number of iterations. Then the splitting of training data

is performed in the data is divided into several DWs by the

size of DW, and is divided into several DSs by the size of

DS. This is followed by Calculating the eigenvalues of each

DS and generating the feature maps of each DW. With these

feature maps training of the CNN model is performed. This

is repeatedly done in a loop and will exit from the loop when

the current number of training has reached the preset number

of iteration. If so, training program will exit.

VIII. DETECTION OF LR-DDOS ATTACK

Procedure for detection algorithm are;

Step 1: The detection algorithm takes sampling interval, the

size of detection window, the size of data slice, and the end

condition as the input.

Step 2: Then obtaining the detection data of a detection

window in real time.

Step 3: Dividing the detection data into several data slices by

the size of data slice.

Step 4: Calculating the eigenvalues of each data slice.

Step 5: Generating a feature map of the current detection

window.

Step 6: Inputting the feature map into the CNN model.

Step 7: Outputting the detection result.

Step 8: Judging the end condition.

If the condition is met, the detection program will exit.

Otherwise, return to the step 2 and continue to detect network

traffic.

IX. LR-DDOS CLASSIFICATION

The nput to the fully-connected layer of CNN is of the same

size, and the output layer has a sole node. This output is passed

to the sigmoid activation function such that. This constrains

the activation to a value of between 0 and 1, hence returning

the probability, p[0, 1] of a given flow being a malicious DDoS

attack. The flow is classified as LR-DDoS when p greater than

0.5, and benign otherwise.

X. CONCLUSION

The challenge of DDoS attacks continues to undermine

the availability of networks globally. This paper proposed

a CNN-based DDoS detection architecture based on feature

fusion. The design has targeted a practical, lightweight imple-

mentation with low processing overhead and attack detection

time. The benefit of the CNN model is to remove threshold

configuration as required by statistical detection approaches,

and reduce feature engineering and the reliance on human

experts required by alternative ML techniques. This enables

practical deployment. The proposed method calculates 17

kinds of characteristics of network traffic and fuses them into

feature maps, which representing the state of the network. In

order to detect network anomalies, here construct an eight-

layer CNN model to classify network traffic. The generated

feature maps will be used as input data of CNN model to

train the model and detect the LR-DDoS attackS.
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Abstract— Encrypted technology is Encoded search innovation 

has been concentrated broadly lately.  For that here  methods 

called NLP (Natural Language Processing) and AES (Advanced 

Encryption Standard) are used. It helps to increase the search 

accuracy and security in search. With to an ever increasing 

extent data being put away in cloud, making records with free 

catchphrases has brought about tremendous capacity cost and 

low pursuit exactness, which has become a critical issue to be 

tackled. Subsequently, some scientists propose a component 

coordinating with positioned search instrument (FMRSM) for 

encoded cloud information. But there arises some problems like 

accuracy and security. In this security in search is not provided. 

For that here  methods called NLP (Natural Language 

Processing) and AES (Advanced Encryption Standard) are 

used. It helps to increase the search accuracy and security in 

search.Through this method search can be protected. 

 
Keywords— NLP , AES ,FMRSM, VSSE, SSARES 

 

I. INTRODUCTION     

Data security is a  protective digital privacy measures that is 

applied to prevent unauthorized access to computers, 

databases and websites. Data security  protects data from 

corruption. Information security is a basic viewpoint of IT for 
organizations of each estimate and type. Data security is also 

known as information security (IS) or computer security. 

Storage in cloud has resulted in enormous storage cost and 

low search accuracy, which has become an urgent problem to 

be solved. NLP(natural language processing) based Indexing 

for accurate keyword selection. A network server based 

mechanism for security of data’s inside network. User side 
data security for end to end transfer. NLP and AES are two 

technologies that is used here. 

 

                         II .  RELATED  WORKS 

The paper “Verifiable Symmetric Searchable Encryption For 

Semi-honest-but-curious Cloud Servers “[1] discuss about 

how to mediate the conflicts between data usability and data 

privacy in today’s world. This put forward the first verifiable 
SSE scheme . Also if offers data privacy, verifiable 

searchability and efficiency. VSSE scheme composes of five 

algorithms. They are : .Keygen, pre-process ,querygen , 

search, verify . VSSE  is a promising solution to mediate the 
conflicts between data usability and data privacy. 

 The paper “Privacy Preserving Keyword Searches on 

Remote Encrypted Data” [2] briefs about a problem and the 

problem is :  user U wants to store his files in an encrypted 

form on a remote file server. The file server is V. Later the 

user U wants to efficiently retrieve some of the encrypted 

files containing specific keywords.  It is free of encryption  

method. No public-key cryptosystem is required in the 

solution scheme only pseudo-random functions are used. For 

completeness they  define pseudo-random permutations and 

functions for this. 

 The paper “Practical Techniques for Searches on Encrypted 
Data” [3] briefs about storage servers. It is desirable to store 

data on data storage servers. Storage servers like mail servers 

and file servers in encrypted form and it is for reduce security 

and privacy risks. The new technique have some features. 

The  technique is probably secure . These schemes are 

efficient and practical. Advantages of this method is they are 

provably secure, they support controlled  and  hidden search 

and query isolation  they are simple and fast  . 

 The paper “SSARES: Secure Searchable Automated Remote 

Email Storage” [4] briefs about the increasing centralization 

of networked services had places user data at considerable 
risk. Secure Searchable Automated Remote Email Storage 

(SSARES) helps to address this problem. Email “at rest” 
(stored on the server) remains at risk. SSARES contains three 

major components. The first two components handle the 

encryption The third component handles the composition and 

issuance.  SSARES helps improve the security of server–side 

email storage. The paper “Privacy-Enhanced Searches Using 

Encrypted Bloom Filter” [5] is often necessary for two or 

more  parties that do not fully trust each other to share data 

selectively. Proposed a search scheme based on Bloom filters 

and group ciphers . The actual document retrieval can be a  
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crucial feature .It is about total system design: by seeing 

which documents are actually retrieved. Here described a 

scheme for protected searches among mutually suspicious 

parties. It doesn’t  need a trusted intermediary. This 
technology provides an efficient scheme for performing such 
searches. 

 

                           III.     PROPOSED SYSTEM 

 A.   METHODOLOGY 

 
NLP (Natural Language Processing) based Indexing for 

accurate keyword selection. A network server based 

mechanism for security of data’s inside network. User side 
data security for end to end transfer . By using these 

technologies the existing flaws in this field like search 

accuracy and search in keyword selection. All the encrypted 

words and those keywords that are encrypted after finding the 

accurate keyword using NLP is stored in cloud server. 

 

B.   SYSTEM IMPLEMENTATION 

 
In many existing systems the words are extracted from the 

document  can’t predict the proper accuracy of the keywords. 

Normally when we search for something it won’t give 
meaningful keyword but also unwanted or bad keywords too. 

The accuracy of words are so poor. But this proposed method 
extracts only meaningful words and provide higher accuracy. 

Many NLP’s are present in stanford datasets like human 
trafficking NLP . That system already classified words into 

good ,bad and neutral. When we apply such NLP’s we get the 
keywords with higher accuracy. If any bad words like words 

from sexual harassment  NLP is used then it detects that the 

word is from that NLP which is classified as bad. Then the 

user gets only standard or good words.It is given to cloud 

server and it contains encrypted data and indexing. In this 

way the search accuracy can be done.  

Security to the keywords that we are searched.  Google stores 

keywords that we uses to search and with this it ranks the 
keywords. Encrypt the keyword and decrypt it at the server it 

prevents the hackers who tries to find out about our searches 

using these keywords. When the user is given some keyword 

for searching first  then the keyword is encrypted using AES. 

Then give that encrypted word to cloud server. In cloud 

server there present encrypted data and indexing. The 

keywords are divided into 3 parts A,B,C. 

Keyword encryption with XOR operation for securing 

keywords from access by public domains. By diving the 

encrypted keyword and keep it like keyword A, keyword B 

and keyword C we can make the word protected.  For 
encryption AES is used. In this way the recipient or the 

person which whom the sender wants these messages to 

receive. By applying this technique nobody can understand 

or find out what exactly the user searched and what about the 

user searched. In this way the keywords that we searched can 

be protected. 

It consists of data user ,data owner and cloud server. It have 

different functionalities and uses. Information Proprietor 

register the clients and circulate username and secret key so 

they can login and get to files..Then transferring the vital 

records into the cloud worker. Computing rank scores of the 

watchwords in the documents utilizing different measurable 

methods and store in the data set. Then comes the data user . 

The client will sign into the application through the username 

request of the position score of the specific catchphrase. The 
client can choose the necessary documents that from the 

rundown. Finally the cloud server that stores all the datas . 

Here the NLP searched data and AES encrypted data. 

Actually it  contains all kinds  of data or information that a 

user needs. 

 In this way we get only meaningful words or meaningful 

search results that are not bad or abusive. Other case that is 

present Today different mechsanisms give results that 

contains both good ,bad and neutral words. Words can be of 

any type and it creates some problem in result. According to 

this method the user only gets useful and meaningful results 

for the user’s query. The advantages of the system is that we 
get accurate search result and no interruption or others can’t 
get any idea about what we searched. 

The  Figure .1  represents the structure of proposed system. If 

user selects using a keyword then the keyword is encrypted 

using AES algorithm. This algorithm encrypts data. The data 

is divided into 3 keywords. Then the encrypted keyword is 

stored in cloud server. If we search for a word then the 

keyword is checked using the NLP present. Through this way 

only accurate keyword is encrypted and stored in cloud 

server. Therefore when a user search for a keyword then only 

accurate keyword is provided as result and nobody will get 
any idea about what actually the user searched and what the 

exact keyword is. The stored data will get within seconds and 

nobody can hack our system by finding keywords. NLP and 

AES provides safety and security in data search and data 

safety. 

 

 

                      Fig  1:  Proposed System 

                           

                              IV.  CONCLUSION 
 

Theoretically this proposed system provides high search 

accuracy from bad words or that  have bad meaning and save 

storage cost.  It also reduce index dimension .It’s efficiency 
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of encryption can be improved ,it reduces the risk of keyword 

recognition. Storage cost of indexes can be reduced It is more 

feasible and effective. 
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Abstract—Nowadays, due to the busy-scheduled life
people forget to take suitable measures to maintain
their health and are less aware of their health status.
Most people including the working section of the so-
ciety claims that their hectic schedule gives them no
time for periodic medical check-ups. Moreover, it is
very difficult to get the consultation with the doctor
in case of any health issues. Thus, the proposed system
is to create an alternative for this conventional method.
Medical chatbots have a high impact on the health
culture of the state. It can improve reliability and is less
prone to human errors. People can communicate with
the chatbot just like they would with another human,
and the chatbot will identify the user’s symptoms and,
as a result, diagnose the condition through a series of
questions.This approach can be very useful in doing
check-ups, making individuals aware of their health
state, and encouraging them to take the necessary
precautions to stay healthy.The main objective of the
system is to have the importance of health in life reach
out to people.

Index Terms—Artificial Intelligence, Chatbot, Dis-
ease Prediction, CNN

I. Introduction

A chatbot is an Artificial Intelligence (AI) software that
is commonly referred to as one of the most advanced
and promising ways of human-machine interaction. Chat-
bots are taking on some of the tasks that were usually
performed by humans. When it comes to the healthcare
industry, there are a lot of opportunities for chatbots
to expand. Despite the fact that adoption is not yet
widespread. Healthcare is very important to lead a good
life. However, obtaining a doctor’s appointment in the case
of any health problem is extremely difficult.

This idea focuses on creating a chatbot which is free of
cost and is available throughout the day. The fact that the
chatbot is free and can be accessed wherever the user is,
be it their working environment, prompt the user to have
it and use it. It saves the overhead involved in consulting
specialized doctors and if necessary it places an appoint-
ment with an efficient doctor based on their schedule.

In addition to this the symptoms and disease identified
by the chatbot is made into a report and automatically
forwarded to an available doctor where he can further aid
the user with more advices and future measures to keep up
their health. For this the chatbot is trained on symptoms-
disease dataset. The CNN algorithm used can predict the
disease depending on this dataset which then helps the
system to recognize the disease and recommend suitable
treatment.

II. Background

At some point in their lives, everyone must see a doctor.
Their problems, settings, and even the expert doctors
they need to contact may all be unique. However, the
requirement to see a doctor remains constant regardless of
the circumstance. It is possible that the patients will die
if they do not receive the proper medical therapy.A skilled
and well-known doctor is always in high demand. As a
result, getting an appointment can be challenging at times.
Even if you are given an appointment, you must consult
at the time set by them. If the patients are not treated
as soon as possible, this can be very time consuming and
deadly.Fortunately, there is a solution to all of the patients’
difficulties. This is done with the use of a medical chatbot
that can reliably predict diseases and provides a 24/7
support.

III. RELATED WORKS

The proposed idea of the paper ’chatbot for disease
prediction and treatment recommendation using machine
learning’ by Rohit Binu Mathew [1] is to build a chatbot
which is an android programme used to chat with user to
find the disease. The user sends messages, and the chatbot
responds with the required message. Text processing will
begin when the user sends a message. The chatbot is
programmed using a database of disease symptoms. KNN
algorithm will predict the disease based on the user’s
symptoms and will also provide a link where the user can
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search for the treatment required for the disease predicted,
depending on the dataset.

The proposed idea of the paper ’chatbot utilization
for medical consultant system’ by Nudtaporn Rosruen
[3] is to implement a medical consultant system using
the chatbot technology. The chatbot was developed by
using Dialogflow powered by Google’s machine learning
and is an intent based approach.User interacts with the
application. The application thus transfers the message
to Dialog flow. The message is then extracted to obtain
the intent. From the training phrase in the fulfilment, the
response is predefined according to the message intent.
The system will then produce actionable data which the
user can understand and send back to the application.
Finally, the user will receive text, picture, speech and
video responses. The chatbot has 34 intents, including 16
for symptoms, ten for sub-details of a stomach ache, five
for sub-details of a headache, one for greeting, one for no
illness, and one for finding a hospital by getting the link.

The proposed idea of the paper ’a novel approach for
medical assistance using trained chatbot’ by Divya Madhu
[2] is to create a chatbot model that can assist people
in determining the best treatment for their illness and
also gives age-based medicine dosage details. Also, the
chatbot is a dedicated system which is able to solve all
the queries regarding a medicine. The system can describe
the medicine given the name and manufacturing company.
It will give the chemical composition, the dosage for each
age group, prescribed uses and side effects. The users can
ask almost any query regarding the medicine. Then the
users can verify the doctor’s opinion and be sure of the
treatment suggested.The chatbot can also can effectively
predict diseases based on symptoms. Each disease has a
signature. So, by reading the symptoms and analysing
them, any possible health problem can be predicted.

The proposed idea of the paper ’pharmabot: a pediatric
generic medicine consultant chatbot’ by Benilda Eleonor
V. Comendador [4] is a paediatric generic medicine con-
sultant chatbot that can prescribe, recommend, and pro-
vide information on generic medicines for kids.In order
to arrive at the desired result, the researchers employed
Left and Right Parsing Algorithms.The main menu will
appear, which consists of four buttons: Start, Instruction,
Guidelines, and Exit. If the user selects the instruction
button, the device will display the steps for accessing the
entire program. If the user clicks the Guidelines button,
the rules for input/question format will be shown. How-
ever, if the user wishes to begin the chatbot consulta-
tion right away, he/she should press the Start button.
The user should enter the patient’s age on the chatbot
tab. The user inputs will be evaluated “word by word
in the Chatbot’s database” using the Left-Right Parsing
Algorithm. The chatbot will administer generic medicines
after a series of conversations and consultations, including
correct consumption, dosage, drug reaction, precaution,
and indication of medicines.

The proposed idea of the paper ’sanative chatbot for
health seekers’ by V.Manoj Kumar [5] is a system for cod-
ing medical records that incorporates local and global ap-
proaches. The user enters the query which is pre-processed
by extracting noun phrase by eliminating noisy, filler and
steaming words. Then the medical terms are detected
from noun phrase by using medical concept detection. The
solutions are extracted by applying a technique based on
comparing the medical keywords in the query and those
data sets that at least contain a keyword extracted and are
evaluated by this answer extraction module that decides
if it correctly answers the user question. If the extracted
keyword doesn’t present in the dataset, then the contact of
specialist is provided. Now the user is asked to rate for the
solution produced, based on which question answer pairing
would take place for later queries by different user.

IV. Proposed method

The MedBot is an auto-response system also known
as a chatbot which is a disease prediction chatbot. It
interacts with the user, takes the symptoms from the user
as input, maps it to appropriate disease and also places an
appointment with the doctor if required. It not only does
the disease prediction but also makes a detailed report of
the prediction made by the chatbot and forwards it to the
doctor when an appointment is made so that the doctor
can further aid the user.

MedBot is useful for someone who wants to learn more
about health and wellness. It is a web-based programme
in which the user must first register before being approved
using a one-time password sent via email. After that,
they need to submit some personal details which will be
confidential.Then the user communicates with the applica-
tion, and the chatbot responds with the required message.
For this to happen smoothly the chatbot is trained with
some possible questions to which the user can respond.
When the input is received from user the chatbot tries to
converge it to that available in the dataset and this is done
with the help of CNN algorithm.The algorithm then maps
it to the appropriate disease and a report is made. The
report consists of the disease predicted by the chatbot,
risk factor, and an option to book an appointment with
the doctor. If the user chooses to book an appointment
, the chatbot will then provide the user with the facility
to search for the doctor according to their location and
specialization. Once the appointment is placed the doctor
will receive the appointments and will get the reports of
the patients who have the appointment.

A. Convolutional Neural Network

The Medbot’s chat dataset is the primary source of
data used as the CNN testset[6]. The algorithm develops
a feature model with its layers and uses the Training set
to forecast the disease. In both the test and training sets,
there are N instances with a set of attributes. The majority
of the data is of a nominal character.
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Fig. 1. Proposed Method.

A sample in the form of a feature vector (i.e., a column
vector of dimension p x 1) is required by traditional
machine learning (ML) algorithms for classification or
detection problems.A transformation T transforms a dis-
ease feature vector x made up of expression values into
a feature matrix M. The similarity of features determines
the position of features in Cartesian coordinates. Features
g1, g3, g6, and gd, for example, may be closer together.
The expression values or feature values are mapped once
the positions of each feature in a feature matrix have been
identified. Each sample will have its own image as a result
of this (or feature vector).There will be N samples of m x
n feature matrices from N samples of d features. All of the
d characteristics will be present in this 2D matrix form.
Following that, this collection of N feature matrices is fed
into the CNN architecture, which learns the model and
makes predictions.

1) Convolution Layer: The convolution layer is the first
layer. The layer keeps track of the relationships between
the instances’ attributes. It accomplishes this by gaining
an understanding of its qualities. This action is carried out
by calculating the probability of data values falling within
the range of the attribute column. It is a mathematical
operation that accepts a data vector as input.

Fig. 2. CNN

2) Pooling: When appropriate, the pooling section is
utilized to remove unnecessary parameters from a disease
dataset. Spatial pooling decreases the dimensionality of
disease data while preserving its key characteristics. There
are various varieties of this are 1) Max Pooling: It uses the
disease feature map’s largest element. 2) Average Pooling:
This is where the most significant element comes into
effect. 3) Sum Pooling: The sum of all disease feature map
elements is calculated and used.

3) Fully Connected Layer: The fully connected (FC)
layer takes the matrix once it has been turned into vectors.
The feature map matrix is transformed into a vector
format (v1, v2, v3, etc.) and fed into a neural network.
These vectored characteristics are combined in the FC
layer to produce a model.Finally, for categorization, an-
other activation function is used. In CNN, the activation
function is often sigmoid or SoftMax.

4) Sigmoid Function: It’s a mathematical function with
a ”S”-shaped curve, sometimes known as a sigmoid curve.
It is primarily employed in binary classifications.The key
benefit of this activation function is that its derivative is
simple to calculate. We can expect an output value in the
range of -1 to 1 based on the convention.

5) SoftMax Function: The Softmax function determines
the event’s probability distribution across a set of n events.
The following are a handful of the softmax function’s
features.1)Probabilities calculated will range from 0 to
1.2)The total of all computed probabilities will equal one.

6) Dense Layer: A matrix vector multiplication is rep-
resented by a dense layer. The trainable parameters are
represented by the values in the matrix, which are updated
during back propagation.

7) Dropout Layer: For regularisation, a dropout layer
is utilised, in which you change some of the dimen-
sions of your input vector to zero at random with
probability keep probkeep prob. There are no train-
able parameters in a dropout layer. The layer uses the
keep probkeep prob to stop or block features ( a thresh-
old for keeping the attributes).

B. Modules

The chatbot consists of three modules. Admin Module,
User Module, Doctor Module. The Admin Module man-
ages the users associated or logged in to the prediction
system. It also manages the dataset taken from Kaggle.
The normalization of data is done in this module. The
Admin Module has the following components. Test set
Generation which is a periodical process where the data
captured from one user is collected and formed as a Test
set. This is used with the training set to predict the
disease. The Chatbot Configuration is associated with
a series of queries to the user. A hierarchy of question
words are prepared and configured in this section. Next
is the prediction. Here we use the CNN algorithm for the
prediction purposes. In the Evaluation process the perfor-
mance of an algorithm is associated with many measures
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like accuracy, precision and recall of an algorithm. This
data is generated from the algorithm evaluation process.
In Health Statistics part it generates a disease history in
terms of percentages or charts. In the Feedback View part,
the user reported feedbacks will be analysed.

The User Module has the following components. User
Registration is done by providing some details and au-
thenticating by one-time password. In Chatbot Interface
the preconfigured questions will be asked to the user and
the results are saved. In the Test set Validation part,
the user answers and questions will be saved for each
patient session. In Result and Feedback section the user
will get the prediction results and a feedback facility
will be available.The Doctor Module has the following
components.

Doctor Registration is done by providing details of doc-
tor from the authorized hospitals. In the Chatbot Interface
of doctor he will receive the appointments and will get the
reports of the patients who have the appointment.

V. Conclusion and Future Works

A. Conclusion

Nowadays, the busy schedule of the people makes them
forget to take care of their health. Many of them are also
affected by occupational illness. So, it is difficult to get
time for periodic medical check-ups. Thus, the proposed
system is to create a chatbot which can improve the
reliability and is less prone to human errors. The chatbot
is based on Artificial Intelligence and it can identify the
diseases according to the symptoms provided by the user.
It can also assist in the availability of medical services. The
chatbot also makes it possible to book an appointment
with a doctor. The fact that the chatbot is free and also
it can be accessed wherever the user is. Hence it prompts
the user to have it and use it.

B. Future Works

In the future, the CNN can be trained with more
datasets to increase reliability, and a facility for making
video call with the specialized doctor can also be made
depending on the availability of the user and not based on
the availability of doctors.
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Abstract—Electronic medical records (EMRs) are critical, sensitive 

non-public info in healthcare, and need to be frequently shared 
among peers. In this work, a great deal of emergency clinics will be a 
part of the organization with varied forms of illness. Indeed, a couple 
of hospitals are having specific specialists who understand a large 
scope of illness and provides higher medical aid to the patients. The 
planned technique shares the patients’ subtleties to alternative 
hospitals. It will be a great help once a patient has manifestations of 
diseases that once in a very whereas happen and moreover to tell 
apart if another medical clinic has patients with similar indications and 
experiencing problem to analyse. On the off probability that the 
medical clinics contain specific specialists who can facilitate the 
specialists of various clinics to treat the patient. Thus, a lot of patients 

can endure while not obtaining applicable therapy. The specialist has 
to enter all the user accreditations to the framework. The medicos can 
transfer the information concerning treatment when the registration 
method completes. If the emergency clinic needs to be approved on 
this document, the specialist will need to enter and verify the client’s 
CSP key and request the registration key. On the off probability that 
the 2 keys are right, the client can transfer the particular document. 

Index Terms—Treatment, Database, Authenticate, Symptoms, 
Encryption, Electronic Medical Record (EMR) 

I. INTRODUCTION 

Blockchain is one of the most secure technique for medical 

data storage. Security is a major concern in the medical 

industry because millions of patients’ data are being exposed 

in data breaches. The immutability of data stored in a 

blockchain draws the attention of healthcare sectors. The 

functionalities like decentralized management, data lineage, 

robustness, and improved security and privacy all makes 

blockchain a better option for health care. 

A blockchain-based EMR solution will also improve data 

consistency and inter-operability while reducing the time it 

takes to access a patient’s details. The blockchain concept was 

initially developed to manage a financial ledger; however, it 

can be expanded to provide a generic structure for integrating 

decentralized computing services in any industry, including 

healthcare. In the long run a nationwide blockchain network 

for electronic medical records may improve efficiencies and 

help patients to achieve improved health outcomes. 

Blockchain-based systems have the ability to lessen or 

remove the friction and costs of recent mediators. Data sent 

via email is regarded as a security risk because this data 

contains details of patients such as diagnoses, medicines, tests, 

allergies, immunizations, treatment plans and scanning reports 

which are the most sensitive information regarding an 

individual and they are easily prone to attackers when they are 

transferred through emails, by using blockchain technology we 

don’t want to consider this issue. 
The data stored here are available only to the doctors in that 

particular framework and used only for medical clarifications 

and treatment assistance. Patients will get more reliable 

diagnosis; fatal mistakes will be reduced. The promise of 

blockchain technology is enormous, and integrating it with 

EMR would ensure that we all profit from a better, more 

equitable and healthier future. 

II. BACKGROUND 

A. Reducing Delays for Medical Appointments: A Queueing 

Approach 

Long delays for appointments can be found in several 

medical assistance offices and healthcare facilities. Patients 

may face medication delays and may be treated by somebody 

else like a primary care provider, possibly resulting in negative 

health outcomes, patient dissatisfaction and financial losses. 

Long delays can necessitate additional human and material 

resources to deal with patients trying to get same day 

appointments, and are often characterized by high rate of 

cancellations or no-shows. 

There have been a number of strategies for lowering no-

show rates including sending pre-appointment notifications, 

imposing financial penalties and delivering programs make 

things easier for patients to hold appointments. Advanced 

access is a method that focuses on the inefficiencies of many 

current patient scheduling processes. The basic concept is to 

“do all of today’s work today,” so patients don’t have to wait 
for an appointment practices and don’t lose capacity by 
scheduling appointments in advance of same day needs and 

patients are more likely to see their own doctor. 
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In this paper, they appear to imagine an appointment 

system like a single-server queueing system. They introduce 

two queueing models. The first model is to explicitly include a 

backlog-dependent termination rate, which has been widely 

observed. As they have shown, this cancellation aspect and its 

related rescheduling probability have a considerable impact on 

its performance and the maximum patient panel size. Although 

no model can perfectly reflect reality, they believe these are 

useful for guiding patient panel decisions because they reflect 

the key dynamics of a patient appointment system. They 

derive fixed queue size distributions, assuming that each is 

settled in addition as cumulative service times and compare 

the output metrics to the results of an appointment system 

simulation. Their findings show that when patients take the 

next available appointment, the deterministic service model 

built here is extremely reliable. 

Some practices that are attempting to introduce advanced 

access limit the number of days in advance that they can book 

an appointment and allow their patients to take one of the first 

few appointments available. More broadly, their findings from 

the MRI facility suggest that using both deterministic and 

exponential models to limit the maximum panel size can be 

very useful. It may be useful in pediatrics, gynecology, and 

cardiology, among other specialties. 

B. Health Information Technology: Benefits and Problems 

In this paper, they suggest a method to use blockchain 

technology to incorporate EHRs and make them safer and 

more private. Using cryptographic techniques and 

decentralization, blockchain technology can maintain control 

over information access. It will also strike a balance between 

data security and data accessibility. 

The project’s primary goal is to frame data privacy and 
security problems in electronic healthcare. Clinicians were able 

to make more accurate diagnosis of patients, contact between 

doctors and patients improved, and doctors were more readily 

accessible to patients in an emergency. Patients could contact 

their doctors even from far away thanks to electronic records. 

Blockchain is a decentralized ledger framework that can 

effectively record transactions between two parties. Each 

transaction is saved as a record, which is then linked together 

using cryptography to form a list or blockchain. In a blockchain 

network, each block contains transaction data, a cryptographic 

hash, the previous block’s hash and a timestamp. The 

blockchain is designed in such a way that it is impervious to 

alteration. Participants, Assets and Transactions are the three 

key components of this scheme. Patients, Clinicians/Doctors, 

Labs, and Admin are the three key players in this blockchain-

based EHR implementation. The transactions are often acts 

performed on the network asset, such as adding a participant 

to the network, creating a medical record, extracting relevant 

information from the network, changes in the participant’s 

information and granting or revoking access to clinicians or 

labs. 

In this scheme, the permission rules are also specified. These 

guidelines determine which participants have access to which 

services and what kind of access they have. This aids in limiting 

access to all of the system’s resources. The permission rules 
are also stated in this scheme. These rules decide which 

participants have access to which programs and to what extent 

they have access. This helps to restrict access to the entire 

system’s resources. It can be combined with a web application 

to make it more interactive. Through introducing pharmacists 

to the system as a member, EHRs can be rendered useful for 

pharmacists in tracking medical sales. 

C. Functionality of Hospital Information Systems: Results from 

a Survey of Quality Director at Turkish Hospitals 

Since the early 2000s, there have been consistent attempts 

to improve healthcare quality, which were sparked by two 

Institute of Medicine studies. The first study claims that 

healthcare isn’t as healthy as it should be, citing a large body 
of evidence that medical errors are a major cause of morbidity 

and mortality in the US (U.S.). The second study looks at how 

the healthcare delivery system can be redesigned to be more 

innovative and provide better care. Both reports recommend 

that one of the six necessary strategies for the modernization 

of healthcare systems is to make efficient use of information 

technologies, and they express concern about the slow 

adoption of information technology in healthcare. 

Healthcare is an information-based science, and in order to 

deliver reliable, high-quality care, providers must provide 

timely and accurate information. The majority of stakeholders 

believe that information technologies, such as electronic 

health records (EHRs) and computerized provider order entry 

(CPOE), will be essential to the healthcare industry’s 
transformation. 

The aim of this study is to establish the availability of core 

Hospital Information Systems (HIS) functions in Turkish 

hospitals, as well as their perceived value in terms of quality 

and patient safety. Quality Directors (QDs) at civilian hospitals 

across Turkey were surveyed. Data was gathered via a web 

survey using a 50-item instrument that defined HIS core 

functionality. They measured the average availability of each 

feature, as well as the mean and median values of perceived 

quality effects, and looked into the relationship between 

availability and perceived importance. 

They received responses from 31% of qualified 

organizations, which represented all of Turkey’s major 
geographic regions. The average availability of 50 HIS functions 

was 65.6 percent, with a range of 19.6 percent to 97.4%. The 

average significance score was 7.87 (on a scale of 1 to 9) with 

a range of 7.13 to 8.41. The highest and lowest recorded 

availability is for functions related to outcome management 

(89.3%) and decision support systems (52.2%), respectively. 

The availability of information and the perceived value of that 

information were moderately correlated (r = 0.52). The 

relevance of the HIS functions surveyed to quality and patient 
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safety is emphasized by QDs. These results could help to direct 

future investments and policy changes in Turkey’s healthcare 
system. Financial incentives, legislation around accredited HIS, 

updates to accreditation manuals and training interventions 

are all policies that will aid in the integration of HIS functions 

in Turkish hospitals to promote quality and patient safety. 

III. PROPOSED SYSTEM 

The fundamental intention of the proposed system is to 

build a secure network to access medical information and 

provide patients with better treatment as expected. The 

system is equipped with a server having common database to 

beat the downsides of existing systems. Every hospital 

management needs to enlist in this framework. This frame 

generates a CSP key during the registration process. 

Thereafter, doctors should involve all client accreditations to 

the framework. Once the registration cycle is fully completed, 

the doctor will be able to submit all the information about the 

illness and medicine and how to take care of that issue. 

While uploading, the server provides security by encrypting 

the data set using the AES algorithm and storing it in the 

database, so that the client on the worker thread can 

undoubtedly identify the corresponding document. If doctors 

need information about the disease, they can select the 

disease and send a clarification request. On that occasion, the 

request for the file will be transferred to the corresponding 

hospital. The customer can receive this record and document 

key only when the hospital accepts this request. If the clinic 

needs to access the record, the clinician must enter the client’s 
CSP key, confirm that it is correct and request the file key. If 

the two keys are correct, the customer can download the 

specific document. 

 

Fig. 1. Structure of Proposed Scheme 

A. Working 

The software’s main page has two choices, which are 
represented as buttons. The first button allows you to register, 

while the second allows you to log in. The hospital 

administration must first register for this framework by clicking 

the register button. There are different parts inside the register 

button to fill in the hospital management’s details such as 
name, address, pin code, and phone number, and then press 

the register button. This request is on hold until the central 

authorities confirm that the hospital information is valid, then 

they will grant access to the framework. A Cryptographic 

Service Provider (CSP) Key is generated automatically at this 

point, with a public key for the user and a corresponding 

private key stored in the database with the hospital’s 
information which is used for final authentication purpose. 

The dashboard button appears at the top of the screen after 

the user has successfully logged in. This button includes three 

additional buttons for upload, download, and request. The 

patient’s information can be uploaded in PDF or Excel format. 
This information is encrypted by the 256-bit Advanced 

Encryption standard algorithm (AES) and stored in a database 

with an ID number that is assigned to each patient’s data at the 
uploading time. 

If a hospital requires information about a specific disease, 

they can use the request button associated with the file. The 

central authorities will verify the request for approval before 

deciding whether or not to grant permission to access the file 

record. If they grant access, the request is forwarded to the 

inbox of the admin hospital. When the file request shows up, 

the admin hospital has an approval option; when they select it, 

the specific file is sent to the needy hospital along with the file 

key. The hospital can only download the specific file only after 

authenticating the CSP key and the file key. Since the 

blockchain is a distributed ledger, the patient’s information is 
also accessible in the block, but the data is only visible until the 

unique keys are obtained. The attackers would require at least 

12 years to crack the key. 

B. Modules 

1) User interface: Here the hospital management has to 

register in one account under the database, while registering 

time itself for each and every user gets one private key called 

CSP key that is generated automatically by random key 

generation. 

2) Admin upload details about treatment: After the 

registration process, the doctors in that hospital have to login 

with their respective user credentials. The doctors who have 

knowledge about the treatment for that particular disease will 

enter complete details regarding this in a single document and 

during the uploading time the contents will be encrypted and 

a private key is generated and stored in a database. 
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3) Doctors can search for new treatment documents: 

Doctors can login into the system and if they need any details 

about the treatment document, they are able to view the 

details about all hospital data. 

4) Send request for document: When they find their 

required document and need access to view it, they have to 

send a request to the file owner. 

5) Request accepted by the hospital admin by 

authentication: After getting the file view request by the other 

hospital the admin hospital can decide whether to accept it 

and give them public access. When they get the file granted 

permission from the owner first, they have to enter their user 

CSP key if it was authenticated correctly then it will ask to enter 

your file view key if both were correct then only, they are able 

to view that particular document. 

IV. CONCLUSION 

Nowadays, the majority of people have lost their valuable 

lives due to a lack of timely medical treatment. As a result, the 

proposed method will create a secure network using 

blockchain technology for medical data access, as well as 

provide patients with better treatment than expected. To do 

so, the doctor must transfer the patient’s medical record to 

another hospital and request data related to it. Cybercriminals 

may be interested in healthcare data because it contains 

personal and sensitive information. While entering data into 

the database, we use AES encryption calculation to keep the 

data secure. By combining all of these, the doctor can provide 

a superior treatment to the patient and potentially save many 

lives. 
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Abstract—In the era of social media and networking, the usage
of bad words and aggressive words has increased significantly.
The young population is playing a major role in it. Cyberbullying
affects more than half of the young population using social media.
Insults in social media websites create negative interactions
within the network. These remarks build up a culture of disre-
spect in cyberspace. Tools and technologies geared to understand
and mitigate it are scarce and mostly inactive. Also, current
implementations on insult detection using machine learning and
natural language processing have very low recall rates. In short,
this paper involves determining ways to identify bullying in text
by analysing and experimenting with different methods to find
the most suitable way of classifying bullying comments. We are
going to propose an efficient hybrid model that can identify the
bullying and aggressive comments from text and emotion icons
that are produced in English and one of the Indian language
Malayalam. The end users of this model can input the confusing
words and can receive the output whether the word/comment is
bully or not. A Convolution Neural Network (ConvNet/CNN) is
a Deep Learning algorithm which can take in an input image,
assign importance (learn able weights and biases) to various
aspects/objects in the image and be able to differentiate one from
the other.

Index Terms—Cyberbullying, deep learning, machine learning,
convolutional neural network, Malayalam

I. INTRODUCTION

The Internet gave users the opportunities to express

an opinion on any topic in the form of user reviews or

comments. The comments are usually of an informal style,

mostly in social media forums such as YouTube, Facebook,

and Twitter, which opens up the ground for mixing languages

in the same conversation for multilingual communities. Some

people with different linguistic backgrounds and cultures

mark their impressions about a subject with the individual

feeling. Due to the ease of posting the content of these social

media, cyberbullying empowers a bully to humiliate and

hurt the victim in online communities without ever getting

recognized[1].

So, this paper proposes a hybrid Multilingual Cyberbullying

Detection System for detection of cyberbullying in Malayalam

and English languages. Even though English is one of the

most popular languages in the world, in addition to that we

choose Malayalam because most of the current approaches to

identify cyberbullying are focused on English text, and a very

few approaches are venturing into other languages. Malayalam

is one of the Dravidian languages spoken in the southern

region of India with nearly 38 million Malayalam speakers in

India and other countries. Malayalam is a deeply agglutinating

language[2].

II. PREVIOUS WORKS

A. Detecting A Twitter Cyberbullying Using Machine Learn-

ing[3]

In this work it identified word similarities in the tweets made

by bullies and make use of machine learning and can develop

a machine language model that can automatically detect social

media bullying action contents. The problem can be tackled

by detecting and preventing it by using a machine learning

approach, this needs to be done using a different perspective.

The main purpose of this paper is to develop an ML model so

it can detect and prevent social media bullying, so nobody will

have to suffer from it. The proposed technique is implemented

on the social media bullying dataset which was collected from

various sources like Kaggle, GitHub, etc. The performance of

both Naive Bayes and Support Vector machine is compared

to TFIDF. Twitter API is used to fetch a particular location’s

tweets to detect whether they are Bullying or not. Furthermore,

the probability of each tweet is calculated to predict the result

and the result of each tweet is stored into the database with

bullies username.
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B. Multilingual Cyberbullying Detection System Detecting

Cyberbullying in Arabic Content[4]

This proposed methodology presented a solution for the

problem of cyberbullying in both English and Arabic lan-

guages. As seen in the other sections, there is some work

done for detection in English, but none in Arabic. Proving the

hypothesis that Arabic cyberbullying can be detected was a

challenge. This paper presents a system capable of detecting

and stopping cyberbullying attacks using different stages. Thus

in the first stage of the system the focus was on detecting

cyberbullying in Arabic language. Since the proposed system

employs ML, a dataset had to be prepared to be used for

training and testing the system. Two toolkits were tested for

Machine Learning, Dataiku DSS and WEKA. The decision

was to use WEKA toolkit because it supports Arabic language.

C. Multilingual Cyberbullying Detection System[5]

This work describes a Multilingual Cyberbullying Detection

System for detection of cyberbullying behavior in two Indian

languages – Hindi and Marathi. These two languages have

293 million (4.46 per cent of world’s population) and 73

million (1.1 per cent of world’s population) native speakers.

Hence, the proposed system has a potential of creating a

significant impact in making online forums safer for the users

of these two languages. Hindi and Marathi languages use the

‘Devanagari’ script and hence, some of the words are common

in both the languages. However, the grammar of both the

languages is a bit different. The system employs principles

of ML, and thus, as a first step, they had to create a dataset

for training and testing the ML models. They created out ML

model using python’s ML framework i.e., scikit-learn.They

have chosen three models, Multinomial Naive Bayes (MNB),

Logistics Regression (LR), and Stochastics Gradient Descent

(SGD). These algorithms were selected as they perform well

on Topic Modeling and Text Classification, as indicated in

our past work as well as in literature. These machine-learning

algorithms were trained to create models that were used for

the classification of the cyberbullying tweets. They used 80

per cent of the data for the training purpose and remaining 20

per cent for the testing purpose.

III. PROPOSED SYSTEM

As already mentioned our proposed system intends to find

the bullying words and emotion icons from text, tweets or

social media contents by using a hybrid approach of knowl-

edge based learning and machine learning. This system being a

combination of knowledge based and machine learning based

methods can effectively trace and track these abuses is the

need of the hour.

A. DATA PREPARATION

The emotion icons and text contents are separated first

from the provided sentence, where the emotion icons undergo

a structure analysis to analyze the content, then a word-net

bag of contents is created where the polarity score for each

words or contents will be estimated[6], similarly on parallel

thread each words undergo a machine learning scanning which

classifies into positive and negative words[7].

B. SYSTEM TRAINING AND TESTING

The system is a combination of knowledge based and

machine learning based methods can effectively trace and track

these abuses is the need of the hour. The emotion icons and text

contents are separated first, where the emotion icons undergo

a structure analysis to analyze is content, then a word-net bag

of contents is created where the polarity score for each words

or contents will be estimated, similarly on parallel thread each

words undergo a machine learning scanning which classifies

into positive and negative words, the knowledge based analysis

and the machine learning based analysis is aggregated and final

classification is made.

C. ARCHITECTURE

The proposed system is a combination of machine learning

and knowledge base, where initially the segmented text is

divided into two groups of data. One is the set of emotion

icons and the other is the set of textual data. The emotion

icons undergo a structure analysis to analyze is content. With

the help of world-net bag the polarity of words and content

is been checked. One the other side each words will undergo

a machine learning scanning which classifies into positive

and negative words. The knowledge based analysis and the

machine learning based analysis is aggregated along with the

structural analysis result and then the final classification is

made.

IV. CONCLUSION

Many Cyberbully detection systems are accomplished in

English textual comments. Extending this idea for some more

languages may help several people to identify the bullying

texts. Hence that was the reason we proposed an idea for

bringing up with Malayalam language. Our model can identify

and classify the bullying comments produced from text and

emotional icons can also be identified. Considering these

special cases we can improve the identification and reduce
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various threat which were occurring all around the world. Our

proposed methodology, can come useful in handling crises and

can even be enhanced to provide full-time support. Also we

are looking forward for bring up with some more regional

languages.
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Abstract—This paper is about identifying two-wheeler riders
who are travelling without wearing helmets with the help of
machine learning and provide them with a user interface to pay
challans. The proposed approach first captures the real time video
footage from traffic cameras and then isolates videos into frames
of images to differentiate the two wheelers from other vehicles in
the road. It then processes to check whether the rider and pillion
rider are wearing a helmet or not; this is done by processing their
vehicle number plate using optical character recognition.

Index Terms—machine learning,traffic cameras,optical charac-
ter recognition

I. INTRODUCTION

Almost everywhere in the world, two-wheeler vehicles are a

popular means of transport. However, due to reckless driving

and use of less protective gear had increased the risk of

riders getting involved in accidents. Thus use of helmets are

widely desirable for two-wheeler riders to reduce the risk

of accidents. Considering the data related to accidents most

of the deaths in the last few years are due to head injury

hence it is a punishable offense to ride a bike without a

helmet and there are many methods the traffic authorities use

to catch the offenders still there are many violators of this

offense. An automated mechanism needed to be implemented

in the present day and time so a real time and accurate

monitoring of these violators can be detected thus significantly

reducing the amount of human intervention.In most countries

different techniques and infrastructures are implemented for

surveillance; using different types of CCTV cameras which

captures footage of traffic.

Almost everywhere in the world, two-wheeler vehicles are a

popular means of transport. However, due to reckless driving

and use of less protective gear had increased the risk of

riders getting involved in accidents. Thus use of helmets are

widely desirable for two-wheeler riders to reduce the risk

of accidents. Considering the data related to accidents most

of the deaths in the last few years are due to head injury

hence it is a punishable offense to ride a bike without a

helmet and there are many methods the traffic authorities use

to catch the offenders still there are many violators of this

offense. An automated mechanism needed to be implemented

in the present day and time so a real time and accurate

monitoring of these violators can be detected thus significantly

reducing the amount of human intervention.In most countries

different techniques and infrastructures are implemented for

surveillance; using different types of CCTV cameras which

captures footage of traffic.

The paper is organized as follows. Section 2 considers

the bachground. Section 3 describes the developed technique.

Section 4 presents the modules and its description. Section 5

discusses the advantages and disadvantages of the proposed

solution, and the experimental results Section 6 contains the

main conclusions.

II. BACKGROUND

Automatic detection without helmet is it first detect the

riders from surveillance video using background substraction

and object segmentation[1]. Using visual feature and binary

classifier, the rider is detecting having helmet or not. It pro-

vides three widely used feature representation using histogram

of oriented gradients, scale invariant feature transform and

local binary platform for classifications. It shows an accuracy

of 93.80expensive. To detect the moving and static object the

background subtraction is done on grey-scale. Background

substraction is used to separate the objects in motion such

as human, bike, etc. This method is also used to detect the

number plates of violators.

The proposed approach for the detection works in two-

phases[2]. In first step video frame are detected and in second

step is used to detect whether the rider is wearing helmet

or not. Background substraction is done on grey-level to

distinguish between moving and static objects. In certain cases

single Gaussian is not sufficient and for this reason each

pixel is given to variable numbers of Gaussian model. It has

feature extraction and classification. Both are computationally
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complex in case of large visual data. In order to locate unusual

pattern it is used t analyze large amount of video footage. The

framework also assist the traffic to detect in odd environmental

conditions. It is also used to detect the number plate of the

violators.

Detection of traffic riders are challenging due to various

difficulties such as illumination, occlusion etc[3]. Moving

objects are detected by using convolutional neural networks.

The approach is evaluated in two datasets containing spare

traffic and dense traffic. The usage of less discriminative

representation for object classification is the main reason for

the poor performance of existing methods. CNN improves

the classification task and helpful in detecting the riders not

wearing helmet. Deep learning improves the detection rate

and reduces false alarm. It successfully detects 92.87 percent

vialators and false alarm of 0.50 percent on two real datasets

and shows the efficiency of the mdel.

III. PROPOSED METHOD

In our system architecture we are beginning by placing the

Traffic cameras in the intersections of street and at the traffic

lights for catching the pictures of the individual who isn’t

wearing helmet. The taken pictures is given as the input to the

YOLO algorithm. Here we are utilizing YOLOV3 calculation.

YOLOv3 (You Only Look Once, Version 3) is a continuous

article recognition calculation that recognizes explicit items in

recordings, live feeds, or pictures. This algorithm is utilized

here to discover the individual without wearing Helmet. This

cycle is finished by drawing bounding boxes to every one

of the articles found on that picture. On the off chance that

an individual isn’t wearing head protector, we identify the

number plate of that vehicle by utilizing the OCR innovation.

OCR innovation is utilized to change over for all intents and

purposes any sort of picture containing composed content

(composed, written by hand, or printed) into machine-clear

content information. OCR Technology got famous in the mid-

1990s while endeavouring to digitize memorable papers. From

that point forward, the innovation has gone through a few

upgrades. In reality, Interlacing Technique is done here for the

number plate identification. After that we gather the data of the

individual who isn’t wear the helmet by utilizing the assistance

of identified vehicle number. Finally, Challan is created for

comparing individual without protective cap.

IV. MODULES AND DESCRIPTION

The different modules are:

• Dataset Preparation

We can download the dataset from the Kaggle website.

In dataset preparations, different angle pictures of helmet

is added.

• Training Phase

Collected the set of 100 images from the sources such

as Google Images and Flickr. Then annotated the set of

images by drawing the boundary box over the number

plates to send it for the training phase.In this module,

the data is splitted into two parts,80 percent is used for

Fig. 1. System Architecture.

training and 20 percent is used for testing. Here, The

data collected for testing and training phase is done in a

random manner.

• Model Creation

In this module, a model is implemented by using Yolo

algorithm which is used for tracking moving objects and

OCR is used for number plate detection

• Prediction

Prediction model predicts the future outcome rather than

the current situation that is it predicts the next weeks

closing price for the google share price per unit

• Deep Learning

Deep learning is a subset of machine learning, which is

essentially a neural network with three or more layers.

These neural networks attempt to simulate the behavior of

the human brain far from matching its ability to allowing

it to learn from large amounts of data. While a neural

network with a single layer can still make approximate

predictions, additional hidden layers can help to optimize

and refine for accuracy.This module contains a neural

network.

A. Optical Character Recognition

Optical character recognition or optical character reader

(OCR) is the electronic or mechanical transformation of pic-

tures of composed, transcribed or printed text into machine-

encoded text, regardless of whether from a checked record,
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a photograph of an archive, a scene-photograph (for instance

the content on signs and boards in a scene photograph) or

from caption text superimposed on a picture (for instance:

from a transmission). Broadly utilized as a type of information

passage from printed paper information records – regardless

of whether identification

records, invoices, bank explanations, modernized receipts,

business cards, mail, printouts of static-information, or any

appropriate documentation – it is a typical strategy for digitiz-

ing printed messages so that they can be electronically altered,

looked, put away more minimalistically, showed on-line, and

utilized in machine cycles like intellectual registering, machine

interpretation, (removed) textto-discourse, key information and

text mining. OCR is a field of examination in design acknowl-

edgment, counterfeit insight and PC vision.

B. YOLO (You Look Only Once) Algorithm

YOLO algorithm is an algorithm based on regression,

instead of selecting the interesting part of an Image, it predicts

classes and bounding boxes for the whole image in one run of

the Algorithm. To understand the YOLO algorithm, first we

need to understand what is actually being predicted.

The biggest advantage of using YOLO is its superb speed

– it’s incredibly fast and can process 45 frames per second.

YOLO also understands generalized object representation.

This is one of the best algorithms for object detection and

has shown a comparatively similar performance to the R-CNN

algorithms.

Fig. 2. Structure of YOLO.

V. CONCLUSION

In this paper, first place traffic cameras in the streets and

at the junctions for capturing the person who doesn’t wear

helmet. We know that people wearing different kinds of helmet

which are not safe and hence should be considered as violation

of traffic rules and the riders wearing different kind of caps

which should also be considered as violation.

The proposed method utilizes YOLO algorithm and this

algorithm helps to detect the person who have not helmet.

If the person is not wearing helmet, we have to identify

the number plate of that vehicle. For this, OCR innovation

helps for that process.it will change the picture containing

composed content into machine clear content information.

Finally, challan is created for that person who disobeying the

law.

The main contribution of this paper is to implement the

cameras to detect the person who isn’t wearing helmet. So,

the proposed method is scalable for detection. It is completely

suitable and ready for commercial use and it would be one of

the biggest achievements in the field of automation.

REFERENCES

[1] K. Dahiya, D. Singh, and C. K. Mohan, “Automatic detection of
bikeriders without helmet using surveillance videos in real-time,” in
Proc.Int. Joint Conf. Neural Networks (IJCNN), Vancouver, Canada,
24–29July 2016, pp. 3046–3051.

[2] D. Singh, C. Vishnu, and C. K. Mohan, “Visual big data analytics for
traffic monitoring in smart city,” in Proc. IEEE Conf. Machine Learning
and Application (ICMLA), Anaheim, California, 18–20 Decemer 2016.

[3] Quadri, Tofiq Patel, Mayank. (2015). “Face Detection and Counting
Algorithms Evaluation using OpenCV and JJIL”.

[4] C. Vishnu, Dinesh Singh, C. Krishna Mohan, Sobhan Babu, 2017,
’Detection of motorcyclists without helmet in videos using convolu-
tional neural network’, 2017 International Joint Conference on Neural
Networks (IJCNN).

[5] J. Chiverton, “Helmet presence classification with motorcycle detection
and tracking,” IET Intelligent Transport Systems (ITS), vol. 6, no. 3,
pp. 259–269, 2012

[6] R. Silva, K. Aires, T. Santos, K. Abdala, R. Veras, and A.
Soares,“Automatic detection of motorcyclists without helmet,” in Proc.
Latin American Computing Conf. (CLEI), Puerto Azul, Venezuela, 4–6
October2013, pp. 1–7.

[7] M. Young, The Technical Writer’s Handbook. Mill Valley, CA: Univer-
sity Science, 1989.

2021 Recent Trends in Advanced Computing Technologies 

ISBN: 978-93-5473-994-1 RTACT'21
101



Emotional State Detection for Parental Control

Using Facial Emotion Detection

1st Akhilesh A

Computer Science and Engineering

Sree Buddha College of Engineering

Alappuzha, India

2nd Anandu D

Computer Science and Engineering

Sree Buddha College of Engineering

Alappuzha, India

3rd Jaike M Jayan

Computer Science and Engineering

Sree Buddha College of Engineering

Alappuzha, India

4th S Adithyan

Computer Science and Engineering

Sree Buddha College of Engineering

Alappuzha, India

5th Supriya L P

Assistant professor

Dept. of CSE

Sree Buddha College of Engineering

Alappuzha, India

Abstract—Mobile usage among young adults has multiplied
in big numbers withinside the latest years, which will increase
withinside the coming years as proven via way of means of the
research achieved by experts. As the utilization and customers
of mobile phones multiplied the problems the teenagers face
from them additionally growing with the growth in the wide
variety of crimes in opposition to young adults are skyrocketing
in the latest years. The troubles confronted through today’s
parents that they’re not able to or now no longer getting time
to have a communication with their children. And this trouble
began out to create an opening among them, which makes the
children experience a remoteness from their mother and father.
So, the mission that we’re doing right here is the improvement
of a mobile application that can assist parents to connect to
their children. The principal purpose entails the improvement
of a facial emotion recognition code that can discover facial
feelings like sad, angry on a child’s face at some point of using
their mobile phones, and then integrating this code to a mobile
application that sends a notification to the parent with the
information approximately their child’s emotional state, about
the application that they’re using, etc. The output that we’re
seeking to obtain is to make a connection among the emotionally
disturbed child and their parent so that they can communicate
it out and get help before something much worse will happen.

Index Terms—facial emotion detection, android application,
parental control

I. INTRODUCTION

The development of mobile phones had changed the world

around us in various ways. Now mobile phones are a must-

have among everybody irrespective of their age or the work

they do. And the number of users keep on increasing and

will keep doing so in the coming years with the majority

users being youngsters, which includes teenagers. The one

thing that kept on increasing with the numbers of mobile

users was the number of problems that were created by this

increasing usage, examples being cyberbullying, online frauds,

various mental illnesses. An estimated 10-20% of teenagers

globally experience mental health conditions, yet these remain

underdiagnosed and undertreated [1]. Even when different

ways were introduced as a means to put an end to the problems

that are being caused online, none of it seemed to be effective.

Childhood mental health problems can have lasting effects

on a child’s life chances. Behaviour problems are the most

common mental health problem in early childhood, affecting

5–10% of young children [2,3]. Established problems confer

risk for a wide range of negative outcomes including school

failure, delinquent behaviour, relationship difficulties, mental

illness and physical ill health [4–7]. As such the lifelong cost

of behaviour problems to children, families, and society is both

substantial and far-reaching [8]. Parenting is considered a key

risk factor in the development of early psychopathology [9].

So, the idea here is that, instead of trying to find a temporary

way to stop the causer of these problems we intend to focus

on the ones who are being affected by these problems. If it

cannot affect their lives or their stable state of mind then we

don’t need to fight the problems. And by doing this we intend

to help many lives of both teens and bring peace to the minds

of their parents.

To do this, the focus will be on the facial emotions of

a child. By using their emotions, we will be able to guess

their emotional state and help them. There are 7 universal

facial emotions like happy, sad, anger, surprise, disgust, fear,

and neutral. The main focus is to create a facial emotion

recognition code that will help to find these 7 universal facial

emotions and help to find the state of the child during the

usage of their devices. To train the code FER2013 dataset

will be used here. The code will be integrated with an android

application that will help the parent by notifying them with

the help of emails about information of the emotions and the

certain application that the child has been using.

With the information that they get, parents can get in touch

with their children and allow them to open up their minds.

Studies have shown that when a mentally disturbed child

interacts with people in their peer groups, it helps them in

taking a great deal of pressure from their mind and help them

recover from their problems or fight against their problems.
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II. RELATED WORKS

Ul Haque [10] in his paper explores the continued work of a

research project that accomplished the end goal of the project

which was to build a mobile device application that can teach

children with Autism Spectrum Disorder (ASD) to recognize

human facial expressions. The DCNN model was developed

in the paper which can recognize 7 facial expression. The

DCNN used here was inspired by VGGnet network especially

by the VGG16 architecture. The DCNN model in this paper

takes in a greyscale image of size 48*48 from the famous

Kaggle’s FER2013 dataset and got a final accuracy of 67.11%.

The initial DCNN which was trained using the FER2013

dataset takes in a 48*48-pixel image and processes it through

various convolution, pooling and fully connected layers. All

the Convolution layers have a filter size of 3×3, and all the

Pooling layers have a pool size of 2×2.To increase the accuracy

more, the DCNN was trained with KDEF dataset and the

hyperparameters were changed and tries different values to

find which values gave the best accuracy. First, the input image

resolution size was changed and increased to different pixel

values such as 90×90,100×100, 128×128, 150×150, 400×400,

and 512×512. Among all of these input resolutions, the model

performed with the highest accuracies using the 100×100-pixel

size. For the minibatch size, the values 32, 64, and 128 were

tested among, and 64 gave the best accuracy. The final DCNN

model was trained for 200 epochs, and the best result obtained

was with a test accuracy of 86.44%.

The DCNN was then integrated with an iOS application

which can open the camera and take an image then detect the

face in the image and send the image to the DCNN which can

identify the emotion that is in the image. The application can

be used by the teachers, parents and doctors to teach children

with ASD to understand different facial emotion of people.

Vijay Banerje [11] in his paper proposes a novel cyber-

bullying detection method dependent on deep neural network.

Convolution Neural Network is utilized for the better outcomes

when contrasted with the current systems. Here it uses convo-

lution neural network to create a model that detect bully related

tweets and predict the behaviour of the new data introduced.

The proposed approach uses word vectors that are feed to

the CNN for classification of tweets. The dataset of chats

and tweets form various social media platforms is collected

for the evaluation. The proposed system is implemented in

Python and TensorFlow. TensorFlow is a high-performance

computing framework which is widely used in research,

development and analysis in the fields of data science and

deep learning. The Twitter dataset used consists of 69874

tweets, which are converted to vectors using open-source word

embedding Glove. These messages were sorted and labels

were generated. Neural Network model revealed here were

implemented utilizing Keras on top of TensorFlow. We pre-

process the data, exposing it to standard tasks of expulsion

of stop words, accentuation marks and lowercasing, before

clarifying it to allocating individual labels to each remark.

This model achieved a testing accuracy of 93.97%. This result

is much better than various existing cyberbullying detection

systems based on data mining, machine learning and RNN

based deep learning system.

Yuta Kihara [12] in his paper, presents a newly developed

dynamic facial expression database, which includes not only

the facial expressions of healthy volunteers but also the facial

expressions of the patients with facial paralysis. A quantitative

analysis method was also proposed to investigate the applica-

tion of the database. The new database can be easily extended

to a 3D facial expression database for facial paralysis analysis,

and is valuable for facial paralysis research and facial paralysis

treatment. In this paper what they did is, they took 5 datasets

containing images of faces of 3 people with facial paralysis

and 2 normal people. The images contain the people showing

10 different expressions usually asked by doctors to evaluate

facial paralysis. And they took 14 feature points from these

images and these feature points was then used to calculate

the facial symmetry and difference of facial shape between

the normal side and paralysed side. These calculated values

were then compared with the facial symmetry and difference

of facial shape calculated of the normal people. This can be

used to find whether a person is at the starting stages of facial

paralysis and begin their early treatments. The disadvantages

of this paper were that, they have only taken 5 datasets and

alignment of facial outline between all frames is required for

higher accuracy.

III. PROPOSED SYSTEM

The proposed system for this project consists of two

sections. The first one is an android application that helps

the parent to monitor their child by providing them with

information’s like screen recording, incoming messages and

calls. The second one is a facial emotion code that can help

the parent by providing the information’s about child’s mental

state.

The main idea of this paper is to provide the parent with the

viable information about the child to help them understand the

mental state of the child and the issues that the child is going

through at certain time. The application can be downloaded on

both the parent and child device and the parent can use their

side of application to help them retrieve information regarding

their child. The parent can use the second section of the idea

i.e., the facial emotion recognition to identify their child’s

emotional state at any time that they want and if they find out

that the emotion is a negative emotion like sadness or angry

then they can make use of the first section of the project to

retrieve information’s like screen recording to get a glimpse

of what their child’s problem are and try to solve it.

The main purpose behind the application is to provide some

information to a parent about their child and their mental

state, thus providing a way for the parent to take necessary

action before things get out-of-hand. Parent can understand

that their child is going through some emotional trauma and

use the information that they get from the application to find

an immediate solution for the child’s issues.
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Fig. 1. Proposed Method.

A. Android Application

The proposed android application can be used by the

parent to retrieve sensitive information’s like screen recording,

incoming messages and calls from the child’s phone whenever

the parent wants. Retrieving these informations can help the

parent to understand what their child is going through.

1) Software and Hardware Specification: For developing

this application, we have used JDK version 1.7, Eclipse version

3.3.2, Android SDK version 2.1-2.3, MySQL version 6.0 and

Apache Tomcat version 7.0. Here the Application is built

in Android and since the Android SDK and the emulator

takes more resources to run, it will take more time if we are

going for a system having less than 1GB RAM. To utilize the

maximum with the 1GB RAM, we need a high-performance

processor. JAVA IDE, Android SDK, Java SDK, Android

Development Toolkit, Android plug-ins etc need to be stored

in the system on which we are working, so 20GB or above

RAM will be better for providing a decent environment to

work with.

2) Module Descriptions:

• Child Module: This module will run in child’s phone and

helps to retrieve necessary information from the child side

and send to the server whenever the parent request for

certain information.

• Parent Module: Runs on the parent side application and

helps the parent to collect child’s data from the server.

• Server module: This module helps to collect data from

the child’s device and send that retrieved data to the par-

ent’s device using TCP/IP protocol whenever the parent

module request for information.

• Network Module: This module is implemented in child,

parent and server modules, and the main purpose of this

module is to enable communication between the three

modules.

• Database Manager Module: This module is used to re-

trieve data from database based upon the request from

parent module.

B. Facial Emotion Detection

The second section of the project involves the development

of a facial emotion recognition code. The main purpose behind

adding this feature to the application is to help the parents to

retrieve the emotional state of their child whenever they are

using the device. This feature helps the parent to get an idea

about their child’s mental state.

1) Proposed Model: The facial emotion recognition that

we are proposing is trained using an dataset that con-

tains around 12000 color images of different people .The

data set contains images corresponding to 5 facial emotions

happy,anger,sad,neutral,surprise. We have used python with

numpy and matplotlab for the facial emotion recognition and

for detecting face in an given image haar cascade algorithm

will be employed.

From the above mentioned dataset we created another

dataset of grayscale images with faces identified using haarcas-

cade and then with the dataset then formed we trained to code

to identfy faces and their corresponding images by providing

the input and its output. The trained recognizer will be able

to differntiate between 5 different emotions. When an image

is given ,that image will be converted to grayscale and then

face will be recognised using haarcascade. From that image

the recognizer will compare with the already trained dataset

and provide us with the id corresponding to the emotion and

the output will be an umage with the identified face ,the

corresponding emotion and the perentage to which the emotion

corresponds to that in the image.

Fig. 2. Output of Facial Emotion.

CONCLUSION AND FUTURE WORKS

In this paper we proposed a method to improve the emo-

tional state of a child by using facial emotion detection. Here

we developed an application with facial emotion recognition

feature, screen record and accessing incoming messages and

calls. We developed and trained a facial emotion detection

code and the code was implemented into an android applica-

tion, so that the app can be used as a by-product of the model

to be used by the parents to monitor their child. Using these

features the parent can monitor their child’s mental state and

take necessary precaution to maintain the wellbeing of their

child.

The future scope of this project is to develop a text emotion

recognition to go hand-in-hand with the facial emotion recog-

nition. A dataset can be developed which contain code mix

language that can be used to train text emotion recognition. For
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the maximum utilisation of this application, it should come as

an inbuilt application in devices so that parent can tag certain

applications and get detail about their usage.
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Abstract—Internet of things is defined as the resource
constrained device via the internet of computing devices
embedded in objects which have able to send and receive
data.The huge number of devices and large network com-
plexity lead to a chance of security issues.Existing moni-
toring technologies perform traffic analysis but which are
very complex,expensive,inflexible and unscalable.So need an
efficient system for identifying threats/vulnerabilities in IoT
devices.In this system considering fives attacks ie, commonly
occured in IoT devices.Distributed denial of service,Encrypted
attacks,Flooding,Spoofing,Scanning these are the attacks under
consideration .Aim of the system is to classify IoT devices and
identifying threats in IoT.Machine learning play an important
role in detecting threats in IoT.The proposed system uses
convolutional neural network(CNN)for identifying the threats
in each instance.KDD dataset is for traffic features.Changes in
traffic value is passed to threat identification .It shows high
accuray and precision than other algorithms.

Keywords—Security,Machine learning,Internet of Things.

I. INTRODUCTION

Internet of things (IOT) is an ecosystem of internet

connected devices that are connected to the internet

through wired or wireless connections.The huge number

of devices and large network complexity lead to a chance

of security issues.Lack of security in IoT faces number

of challenges.Therefore,to maximize the visibility of IoT

infrastructure and it is better manage security risks of

these vulnerable devices .[2] The network operators want

to know which IoT devices are connected to the network

and their expected operations on the network,and monitor

their activity for ensuring which devices behave normally

or not. The aim of the system is to monitor behavior of IoT

devices on the network using a combination of Software

Defined Networking (SDN) telemetry and machine learning

methods. SDN provides flow-level isolation and visibility

in a low-cost and scalable manner. For accurate detection

of devices and tracking of their dynamic behaviors, using

machine learning algorithms to learn key patterns of traffic

flows.

Primary focus in this work is to establish a machine

learning framework based on various network traffic

characteristics to identify and classify the default behavior

of IoT devices on a network. The devices include

cameras, lights, plugs, motion sensors, appliances and

health-monitors.[4] Collect and synthesize data from this

environment . A subset of our data is made available for the

research community to use. Identify key statistical attributes

such as activity cycles, port numbers, signaling patterns

and cipher suites, and use them to give insights into the

underlying network traffic characteristics. Develop a multi

stage machine learning based classification algorithm and

represent its capability to identify specific IoT devices with

over ninety nine percentage accuracy based on their network

behaviour.Evaluate the deployment of the classification

framework in real-time, by examining the trade-offs between

costs, speed, and accuracy of the classifier.

First contribution is to identify a set of TCP and UDP

flows and highlight characteristics attributes, computed from

timeseries of flows at multiple time-scales, distinguishing

various IoT device types and their operating states on

the network. Second contribution develops a multi-stage

architecture consisting of a set of inferencing models that

use flow-level attributes to automatically recognize traffic of

IoT devices from non-IoTs, classify types of IoT devices,

and identify operating states of each IoT during normal

operation. Train the models and validate their performance

to obtain high accuracy using real traffic traces. Finally,

demonstrate the efficacy of scheme in detecting network

behavioral changes due to firmware upgrade.

A. Scope

Rapid growth of IoT creates an operational chal-

lenge.Identifying what IoT devices are connected and

whether they are functioning normally can become diffi-

cult for the administrator.[3][5] Lack of visibility into IoT

devices can make it very complex for the administrator to

trouble shoot problems in network, and can become partic-

ularly disastrous when cybersecurity attacks have breached

this infrastructure. Most IoT devices send short bursts of data

at irregular intervals. However, there has been no quantitative

study in the literature to profile how much traffic they send

in a burst, how long they idle between bursts, and whether

these patterns are periodic or not. Also lack in understanding

on how much signalling they perform in comparison to the

data traffic they generate, or how much multicast/broadcast

traffic they generate, needed for service discovery. No study

has identified how these aspects vary from one IoT device

to another,performing different functions.

B. Methodology

Internet of things is defined as the interconnection via

the internet of computing devices embedded in objects
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which have able to send and receive data.It is regarded

as a virtual network that interacts with real world taking

internet as the core technology.As internet users contin-

ues to connect more IoT network devices,intruders try to

gain greater surfaces to launch new types of attack.The

deployment of IoT devices in both managed and unmanaged

environment increases the complexity of systems,which in

turn increases the vulnerability of IoT.The existence of such

a large network of interconnected entities will definitely pose

new security, privacy, and trust threats that put all those

devices at a high risk, thus harming the affiliated users.

Internet of things being the blend of so many technologies,

all of these technologies have their own security and privacy

flaws, which are to be addressed in IoT .It introduces the

idea of categorising the attacks under four distinct types ,to

cover the diversity of challenges and threats for all layers in

IoT.The danger exposed by these internet connected things

not only affect the security of IoT systems ,but also complete

ecosystem.More attention should be paid to the analysis of

these attacks,their detection as well as the prevention and

recovery of attacks.

For example, in a local council, lighting sensors may be

installed by the facilities team, sewage and garbage sen-

sors by the sanitation department and surveillance cameras

by the local police division. Coordinating across various

departments to obtain an inventory of IoT assets is time

consuming, and error-prone, making it nearly impossible

to know precisely what IoT devices are operating on the

network at any point in time. Gaining visibility into IoT

devices in a timely manner is of paramount importance

to the operator, tasked with ensuring that devices are in

appropriate network security segments, are provisioned for

requisite quality of service, and can be quarantined rapidly

when breached. Network segmentation could have poten-

tially prevented the attack and better visibility would have

allowed rapid quarantining to limit the damage of the cyber

attack on the enterprise network.[6]

Primary focus in this work is to establish a machine

learning framework based on various network traffic charac-

teristics to identify and classify the default behavior of IoT

devices on a network. The devices include cameras, lights,

plugs, motion sensors, appliances and health-monitors. Col-

lect and synthesize data from this environment . A subset

of our data is made available for the research community to

use. Identify key statistical attributes such as activity cycles,

port numbers, signaling patterns and cipher suites, and use

them to give insights into the underlying network traffic

characteristics. Develop a multi stage machine learning

based classification algorithm and represent its capability to

identify specific IoT devices with over ninety nine percent-

age accuracy based on their network behaviour.Evaluate the

deployment of the classification framework in real-time, by

examining the trade-offs between costs, speed, and accuracy

of the classifier. First contribution is to identify a set of

TCP and UDP flows and highlight characteristics attributes,

computed from timeseries of flows at multiple time-scales,

distinguishing various IoT device types and their operating

states on the network. Second contribution develops a multi-

stage architecture consisting of a set of inferencing models

that use flow-level attributes to automatically recognize

traffic of IoT devices from non-IoTs, classify types of IoT

devices, and identify operating states of each IoT during

normal operation. Train the models and validate their per-

formance to obtain high accuracy using real traffic traces.

Finally, demonstrate the efficacy of scheme in detecting

network behavioral changes due to firmware upgrade. Also,

quantify the trade-off between performance and cost of

monitoring solution for real-time deployment. The solution

builds upon preliminary work by identifying cost-effective

attributes, and enhancing the architecture of inferencing that

can detect changes in IoT devices. Believe that real-time

monitoring solution empowers network operators to better

manage cyber-security risks of their IoT infrastructure.

II. RELATED WORKS

Internet of things is defined as the resource constrained

device via the internet of computing devices embedded

in objects which have able to send and receive data.It

is a virtual network that interacts with real world taking

internet as the technology.The IoT objects have become

smarter and is more intelligent and communications have

turned informative. That is why , IoT is used in almost

all domains like domestic, education, entertainment, energy

distribution, finances, healthcare, smart-cities, tourism and

even transportation.As a result, it is mandatory to supply

high security modules that can determine the attacks very

fast, so that the use cases can overcome from the effects of

the attack and resume the normal operation at the earliest.

But the lack of resources in IoT make it back breaking to

provide security modules in IoT. The diverse IoT brands and

user requirements also make it difficult to implement cross-

device security solutions .Providing transparent services with

security is the main challenge in establishing IoT.The dis-

tribution of IoT devices in both managed and unmanaged

environment rises the complexity of systems,which in turn

increases the risk of IoT.The existence of such a large

network of interconnected entities will definitely constitute

new security, privacy, and trust threats that put all those

devices at a high risk, thus harming the associated with

users.[3][4]

The instability displayed by these internet connected

things not only affect the security of IoT systems ,but also

complete eco system.Hence,for identifying various threats

in IoT by using machine learning methods. In security

,machine learning simultaneously learns by examine the data

to determine patterns so it is better to distinguish mal-

ware in encrypted traffic, find insider threats, foresee where

dangerous neighborhoods are online to keep people safe

when browsing, or protect data in the cloud by unwrapped

apprehensive user behavior.Nevertheless, the evolution of the

IoT security is far behind the footstep of the innovations .

The uninterrupted enhancement of existing Internet security

threats and bare a number of wireless network flaws that

can be make use of active attackers. If essential precautions

are not taken, the communication performance of authorised

user will largely reduced, the accuracy of IoT systems

will not be guaranteed, and even the personal safety and

industrial production will be damaged.

So in this discussing about various mechanism for finding

threats via machine learning.Approach that can learn the
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pigeonhole and corners of the threats and determine small

malicious alternation in traffic. So, an efficient ML model

with low threat identification time and better levels of

accuracy is needed for IoT networks. IoT is a huge network

and is connected with billions of IoT devices so, it generates

a massive volume of data.The result is degraded when there

is attacks in IoT , it is not easy to provide security in

IoT. This system focus on developing a methodology that

will have better attack detection time and better accuracy

levels.[5]

The Internet of Things (IoT) explains the network of physical

objects that are embedded with sensors and software the

purpose of connecting and interchanging data with other

devices and systems over the internet which means there

is no human intervention. Considering the previous years,

IoT has become the most important technologies of the

21st century. IoT can connect everyday objects like kitchen

appliances, cars, thermostats, baby monitors—to the internet

via embedded devices, seamless communication is possible

between people and things.

By means of low-cost computing, the cloud, big data,

analytics, and mobile technologies, physical things can share

and collect data with minimal human intervention. The

authenticity and security of IoT products depend on robust,

end-to-end security approaches to protect consumers and

their data. Many IoT network intrusion have been evolved

using attacks indication or normal behavior specification.[2]

But, these attacks or threats have; i) high false alarms; ii)

inability to detect zero day attacks. So,investigators explored

artificial intelligence (AI) and machine learning (ML) with

an prominance on deep learning (DL) algorithms to build

on systems security. Actually, learning techniques have a

remarkable impact in fraud detection, image recognition and

text classification. The efficacy of machine learning has

encouraged the researchers to deploy learning algorithms

among intrusion to enhance detection of cyber attacks,

anomaly detection and determine abnormal behaviors among

the IoTs. Therefore, this paper surveys and evaluates notable

machine learning contributions for IoT network threats.

III. RESEARCH METHODOLOGY

In this section, first describe about dataset, its content,

and the approach to preparing it for the learning task .

Then, approach to extract data for the learning task , and

explaining evaluation approach to evaluate the competency

of the learning task .

A. Dataset

To have a clear view of the used dataset in this research,

provides a description of traffic features, and gives the

information about the characteristics of the dataset.

1) Dataset Over IoT Traffic Feature : KDD dataset is

used throughout our project.The KDD data set is a well

known benchmark in the research of Intrusion Detection

techniques.It’s evaluation is done by false alarm rate and

detection rate.The KDD cup was an International Knowledge

Discovery and Data Mining Tools Competition. In 1999,

this competition was held with the goal of collecting traffic

records Within the data set exists 4 different classes of

attacks: Denial of Service (DoS), Probe, User to Root(U2R),

and Remote to Local (R2L).[1]

The traffic features of IoT is collected from PCAP files in

real time.Considering some IoT and non IoT devices for a

particular time period and creating a network, passing data

between them.Collected informations are traffic generated by

the devices and traffic generated when user interacting with

devices. Dataset which consisting of three states active,boot

and idle state.Booting state is trying to connect with net-

work.Active state is user interacting state and idle state is

not active and idle.
2) Dataset Description: The dataset used is IoT traf-

fic feature .KDD dataset is used for networking.IoT de-

vices exhibit identifiable patterns in their traffic flows

such as DNS/NTP/SSDP signaling profiles, activity cy-

cles, and volume patterns.The dataset includes five cat-

egories of network traffic namely denial of service

(DDoS),Spoofing,Flooding,encrypted,and Scan.

B. Correlation Based Feature Selection

Correlation based feature selection means,dataset contain

many traffic features.In machine learning ,the system which

learns the traffic features and according to that ,it takes

decision for new instance.But no need all the features in

the dataset to take decision .So need to reduce the feature

in dataset.Attribute which is similar in their properties is

reduced and only considering the important and dissimilar

features which also take decision perfectly .And also it

reduces the time complexity.

C. Evaluation Metrices

The following criteria are used to evaluate the utility of

machine learning aided techniques in intrusion detection:

1) True Positive (TP): indicates that an intrusion is cor-

rectly identified.

2) True Negative (TN): indicates that a benign activity is

detected as a non-malicious activity correctly.

3) False Positive (FP): indicates that a benign activity is

falsely detected as a malicious activity.

4) False Negative (FN): indicates that an intrusion is not

detected and labeled as a non-malicious activity.[3]

precision =
TP

TP + FP
.

Recall =
TP

TP + FN
.

F1 =
2 ∗ Precision ∗ recall

precision+ recall
.

IV. PROPOSED METHOD

The proposed method includes Convolutional Neural Net-

work(CNN) that are trained with the prepared dataset and

a decision that aggregates the output of CNNs. Figure

illustrates the conceptual view of our proposed method.

Using SDN ,considering set of flow rules that collectively

characterize traffic signatures of iot devices .Flow rules are

actively inserted into SDN swtiches to which IoT devices

are connected.MAC address as identifier of device and then

applying correlation based feature selection for reducing fea-

tures .After that classifying IoT devices from Non IoT.Threat

is identified using CNN algorithm of classified IoT devices.
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Fig. 1. System Architechture

A. IoT Verses Non IoT

Traffic features considered in dataset differentiate IoT de-

vice from non IoT .For finding IoT,determine the probability

density of two attributes namely remote traffic and DNS

query.In case of IoT devices it transfer only few amount of

traffic data from remote network and the remote volume is

very small.As compared with IoT ,Non IoT devices transfer

more volume of data .In terms of DNS,IoT shows identifiable

patterns of query but non IoT have a wider range of query.

B. IoT Device Types

Concentrating on IoT devices,considering three traffic

attributes namely NTP responses,Upload volume of remote

traffic and volume of SSDP responses .For identifying

device type ,calculating above mentioned features of same

IoT devices with different manufactures .From variation in

responses determining the device type.[1]

C. Threat Identification

In case of threat identification ,only examining IoT device

type .In this system reviewing five types of threats namely

DDoS,encrypted attacks,scanning ,spoofing and flooding are

the attacks that considering for the threat identification.These

attacks are caused when there is small variation in any of

the traffic attributes.Change in values of traffic shows various

threats. DDoS attack is a malicious attempt to interrupt the

normal traffic of a targeted server which means it send flood

of request which slowdown the system.Changes occur in

flow ID,source IP,source port,destination port,timestamp and

protocol can be considered as DDoS.According to vendors

and devices,the value of the features may change. Spoofing

is occured when security is breached through a lower level

system on a shared IoT network.Identify spoofing attacks

are very easy to get going in an IoT network.By the use of

fake identity such as MAC and IP address of legitimate user

,spoofing attack can claim to another IoT device.Flooding,in

this attack , the entire network is flooded by sending data

packets .The attacker send huge amount of data then the

flooded packet fail the network because it is very hard to

identify this flooded node which corrupt the execution RREQ

packet which causes MAC layer impacts and protocols like

TCP is delicate to round trek.scanning attacks scan devices

in HIS to gather network information of these devices before

launching attacks to the HIS security.Scanning is commonly

occured in IP address scanning ,port scanning and version

scanning.So changes occurs in the features show scan attack

in the instance.Encrypted attcks and IoT malware attack

occurs over http ie,TSL and SSL encryption standards.So

variation in values show the attack.These are the different

attacks considered in the system for identifying threats in

IoT over the KDD dataset.

D. Implementation

Correlation-based feature selection (CFS) figure shows

ranks attributes according to a evaluation function based

on correlations . The function evaluates subsets made of

attribute vectors, which are correlated with the class label,

but independent of each other. The CFS method assumes

that irrelevant features show a low correlation with the class

and therefore should be ignored by the algorithm.

Algorithm

Fig. 2. CFS Algorithm

When IoT traffic features is passed through CFS,then it

evaluated the traffic features and then it reduces the traffic

features.Fig 3 explains the classification of IoT and Non

IoT.The IoT classification I propose is based on the potential

impact on living things in the event that the confidentiality,

availability, or integrity of the IoT device’s information, in-

ternal operations, or components is compromised.After that

applying CNN for threat identification. There exist a number

Fig. 3. Classification of IoT and Non IoT

of techniques such as Support Vector Machines (SVMs), and

Decision Trees that can be used to train models to infer

predefined classes. Performance of SVMs is very sensitive to

selection of hyper-parameters, and hence it becomes difficult

to train an accurate model. On the other hand, decision

tree-based techniques are widely used since it is easier to

generate (reasonably) accurate models with relatively small

amount of data. Importantly they generate trees which can be

readily interpreted but due to small amount of data decision

take by the algorithms may be wrong. Neural networks
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have proven to be very effective in classifying input data

with high dimensions, and they demand a large amount

of training data. It is best known for its performance in

various classification tasks CNN algorithm is implemented

in this system for classification of IoT devices and the

threat identification.Threat identification follows four layers

in CNN ,input layer ,max pool layer,dense layer and output

layer. After applying correlation based feature selection ,the

Fig. 4. CNN Layer

ouput is reduced features ,that can take decision by using

reduced features.These reduced attributes are the input of

CNN algorithm.Applying CNN algorithm firstly it enhance

the attribute values of each instance.After maximizing the

values it tends to dense layer ,there setting a threshold value

for each attribute which take the decision .ie,any of the

instance in the test data has threats .So in dense layer the

threat is determined and it is passed to output layer.figure

2 shows all the layers. And when the threats occured or

the values which the threats occuring is mentioned in above

section threat identification.According to the operating state

of the devices ,which type of alerts are given to the devices.

A network consist of various devices which flows continu-

ously,but the features of IoT and non IoT are separated with

the packet feature.After detecting the feature ,identifying if

there is any fault occurs or not .If there is no threat then

it is send to the intended recipient.If any fault occurs then

different alerts are given to the corresponding device.And

most of the IoT devices send short burst to destination

continuously.minor traffic variations in different operating

states can only be well learned with device-specialist models

training a model of states classifier with instances from

various devices will lead to an inaccurate prediction.

V. PERFORMANCE EVALUATION

Evaluate their performance using test instances. For both

training and testing the traffic classifiers use Weka tool.Here

considering KDD dataset which consist of more than thou-

sand records and each of the instance carry fifty plus

attributes.So each of the instance having values for at-

tributes.Training system by using this dataset.Test data is

given, the decision is taken based on learned data .Weka

is a collection of machine learning algorithms for data

mining tasks. The algorithms can either be applied directly

to a dataset or called from Java code. Weka contains tools

for data pre-processing, classification, regression, clustering,

association rules, and visualization.[1]

Focusing on the safety and performance issues of enor-

mous IoT data, blockchain is contemplated as a hopeful

solution to store, process, and share data securely and ef-

ficiently. To meet the high power need,a deep reinforcement

learning (DRL) performance-based optimization framework

for blockchain-enabled IoT systems, whose objectives are

triple:1) Providing a way to evaluate the system in terms of

scalability, decentralization, security, and delay .2) Improv-

ing the scalability of the infrastructure blockchain without

affecting the decentralization, delay, and security of the

system; And 3) sketching a customizable blockchain for IoT

systems, where block manufacturers, Integration algorithms,

block sizes, and block spacing can be selected and ad-

justed using the DRL method. The simulation consequences

show that their suggested framework can Better returns of

blockchain-enabled IoT systems and be well reconcile to IoT

dynamics. The modern development in data impelled tech-

nology has significantly standardized software-defined net-

working (SDN) features for different cloud-enabled stream-

lined applications. SDN also leverages the operational price

of IoT sponsored the diverse and dynamic user necessary

cases by on-line services. Though, the collaboration of

various wireless networking components has created IoT

unsafe for many natures of security attacks while worked

with SDN. A robust security framework namely abbreviated

as RF-IoT to address security loopholes has been Provided

in the IoT networking environment .

To examine the impact and to describe relevant study

challenges in the RFID area, this work produces the idea

of the needed measurements by applying SDR technology,

while arguing that PHY and MAC layers should be observed

at integrally. To develop DFSA throughput (the number

of reading tags in the unit of time) and so race up tag

identification, easy calculations show that the number of tags

should match the frame size. In changing RFID scenarios,

such as intelligent shops or mechanical surroundings, it

is important to know every good, with a used RFID tag,

before it moves the examination space. Currently, mercantile

reader solutions choose DFSA protocol as a mild MAC

that controls the connection between a reader and various

tags. Though, the literature presenting RFID performance

explains that tag responsiveness is stochastic, while this has

been usually neglected when considering the throughput.

In the evaluation crusades, the metric of TRP is applied,

provided as tag reply chance distribution, which can be

applied for displaying the MAC layer as detailed . How to

give uncomfortable bounds reported on the performance of

the best-unbiased algorithms requiring a parameter from the

attacked data and communications following an expected

statistical model reading whence the sensor data depends

on the parameter ere the attack. These attacks provide a

certified attack performance in terms of the bounds careless

of the algorithms the unbiased opinion system employs.

IoT developed pervasive sensing and inspection abilities by

the support of new digital relationships, signal processing,

and large propagation of sensors without present difficult

security challenges. The decisions exist notwithstanding the

unbiased estimation algorithm selected, which could operate

deep learning, machine learning, statistical signal processing,

or any other way. Attackers can change the data registering
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or communicate of the IoT sensors, which can become a

serious impression on each algorithm applying these data

for reasoning

Precision Recall F1 ML Algorithms

0.979 0.987 0.983 RF
0.981 0.990 0.987 SVM
0.875 0.833 0.853 KNN
0.881 0.911 0.896 MLP
0.987 0.990 0.992 CNN

In terms of time complexity, an ideal cyber-attack detec-

tion should have reasonable and short training and inference

times while having acceptable detection performance. Dur-

ing the training time, proposed method achieves acceptable

performance in training .

VI. CONCLUSION

Operators of smart environments face mounting pressure

to enhance their visibility into their IoT infrastructure with

many vulnerable devices. This paper developed for solu-

tion of IoT devices using SDN-based flowlevel telemetry

combined with machine learning.Identified traffic flows that

can collectively characterize the network behavior of IoT

devices and their states such as booting, user interaction

or idle. Then trained a set of classification models for a

inference architecture using traffic traces of IoT devices

collected over KDD dataset. After validate their efficacy in

detecting IoT devices from non IoTs, classifying their type,

and identifying their operating state for detecting threats.

Lastly, demonstrated how operators can use it to detect IoT

behavioral changes .Machine learning algorithm is used for

better performance .CNN shows high accuracy than other

ML algorithms.
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Abstract—Loss of mobility to an injury is typically amid a loss
of self-confidence. Designing a system with independent mobility
for such disabled people is our aim in this paper. This wheelchair
could be operated in any direction using head tilt movements by
the handicapped person.The system also provides an emergency
voice alert to a smartphone using gesture sensors and also allows
a simple automation for one or two home appliances.

Index Terms—accelerometer, dc motor, arduino microcon-
troller

I. INTRODUCTION

The advancement and development of technology has al-

ways influenced a couple of parts of our lives since quite while

and can keep it up doing such things with additional capacity

and more unexpected development. In our project we have

attempted our greatest to correlate between the advancement

of technology and therefore the human requirement for the

easiness of human life.

Unfortunately, day by day the amount of handicapped

people is increasing because of road accidents as well as

the disease which leading paralysis. As an assistive means

of transportation, both elderly and disabled people need

wheelchairs urgently. Normal and electrical wheelchairs with

simple functions became gradually unable to the requirements

of users. To supply elderly and disabled people with means

of transportation with superior performance, and to assist

them improve their freedom of mobility and reintegration,

wheelchair now tend to be more intelligent.

The main aim of this project is to manage wheelchair

through head movements. This project is especially de-

signed for physically challenged people that are hooked in to

wheelchairs and particularly those people that cannot utilize

their hand to tug their wheelchair on account of some inca-

pacity. Use of electrical wheelchair prompts a great deal of

Identify applicable funding agency here. If none, delete this.

freedom for people with a physical handicap who can neither

walk nor operate a mechanical wheelchair alone.

II. BACKGROUND

Wheel chair is a gadget used by crippled and elderly persons

for their transportation.A few sorts of smart wheel chairs are

already available in the market,but a paralyzed or patients who

cannot operate manual wheelchairs need a smart wheel chair

for their purpose.So based on the patient requirements smart

wheelchairs are developed based on motion,voice,eye,brain

controlled etc.

III. RELATED WORKS

The proposed idea of the paper ‘development of the con-

trol system of voice operated wheelchair with multi posture

charecteristics’ by Duojin wang [1] presents the control system

of a voice-operated wheelchair. The implementation structure

of the multifunction wheelchair is a mechanical structure, and

the core part is the Control system. The system bears all

the transformations of the wheelchair, including driving and

posture change. The control system acquires a signal from the

control terminal. The master controller of the control system

processes the signal, and transmits a control signal to the

control circuit of the corresponding execution module in order

to control the execution module. As we can see, there are two

driving motors and three linear actuators that are controlled

by the system. Driving motors drive of the wheelchair. The

actuators for lying and for standing can achieve posture change

from sitting to lying and standing respectively. This not only

simplifies the structure, but is also beneficial for the planning

of the system . In addition, when considering safety in posture

change, two anti-sway wheels are added under the footrest

to make sure the center of gravity will not shift too much.

The anti-sway wheels will not touch the ground in the sitting

posture and will not affect obstacles encountered by the
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wheelchair. Front driving wheels and universal wheels at the

rear also improve stability and safety within the lying posture.

An actuator is added to expand leg support making patients

comfortable when lying on chair.

The proposed idea of the paper ‘control system of powered

wheelchair based on tongue motion detection’ by Lu Liao [2]

is to implement a smart wheel chair using tongue motion. The

system is especially composed of the tongue motion sensors

and embedded controller. The sensors detect the movement

of the tongue in the mouth and sensor data is transmitted

to an external controller via wireless communication device.

The controllers receive the sensor data and processes the

information received from the headset generating square wave

signal to operate the wheelchair. The state of motion of

wheelchair includes forward, left, right and stop. The system

mainly rely on the wearable headset which detect tongue

motion, to control the chair the tester first need to wear the

headset and sit in the chair. When the tongue gore left side

once the forward switch is connected, when tongue gore left

side twice in predetermined time ,it moves left, when tongue

gore right side twice it turns right. The tongue sensor in this

system is the piezoelectric film sheets placing in the headset.

There are two pieces of piezoelectric film sheets which placed

on the right side and left side. The task of piezoelectric film

sheets is to detect the motion of tongue then deliver the signal

causing by tongue motion to microcontroller through the cir-

cuit.The control system is integrated into headset and has some

advantages such as low cost, universal interference, which can

be used in many different configuration and application. The

system also use wireless receiver modules. When receive the

radio signal, this module will process it by its internal circuit

and then it send to the microcontroller via interface. Wireless

receiver module is placed in the bottom of the wheel chair. The

control system of wheelchair based on tongue motion is a new

intelligent technology which is helpful for individuals with

tetraplegia and similar impairments to improve life quality.

The proposed idea of the paper ‘A brain controlled wheel

chair based on common spatial pattern’ by Yanyan xic [3] is

to develop a brain controlled wheelchair. A Brain Computer

Interface (BCI) system is an Electroencephalograph (EEG) -

based system that can establish an information communication

channel between human and environment. The BCI system

uses only brain activity to drive and control external devices

without the participation of peripheral nerves and muscles.

The realization of EEG based BCI systems mainly involves

three processes: signal collection, feature extraction, feature

classification. . The BCI system is aimed at providing the

disabled a way to communicate with the outside world at

first goal, such as mind-control wheelchairs, prosthesis. As

a substitute of walking tool, the wheelchair can assist the

disabled individuals. The individuals who suffer from motor

disorder with the cognitive ability can employ EEG signals

to realize their purpose by the wheelchair. Therefore, the

flexibility and convenience of BCI is the foundation of the

wheelchair application.

IV. PROPOSED SYSTEM

The main aim of the proposed system is to control wheel

chair through human direction. In this system we use head mo-

tion module to recognize the motion of the user for controlling

the direction of wheelchair. The wheel chair move towards

left, right, forward and backward direction with respect to

the motion of head. An Accelerometer is used to track these

motions. The sensor is fitted to cap on head. A micro-controller

is used to fetch the input signals, based on these signals

micro-controller is programmed to take decisions which in

turn control the movement of wheelchair. The system also

provides a voice alert to a smart phone based on the patient’s

finger movements. Gesture sensors are used for detecting

the finger movements. On detecting the movement an alert

will send to a smart phone. Also it provides a small home

automation for one or two objects using the finger movement,

the user can turn on or off his home appliances. For voice

alert voice generation, when finger is moved the sensor sense

the input and gives to the micro-controller, then it sends the

input to Bluetooth module to activate voice alert on the smart

phone. For Automation, the finger movements are sensed by

the gesture sensors and the input is transmitted to the micro-

controller, wireless connectivity is used for this mechanism.

Fig. 1. System Architecture.

A. Accelerometer

An accelerometer is an electronic sensor that measures the

acceleration forces working on an object, so as to see the

object’s position in space and monitor the object’s movement.

It is capable of measuring how fast the speed of object is

changing. It generates analog voltage as the output which is

used as an input to the control system. The accelerometer used

in this system is ADXL345-1.
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Fig. 2. Accelerometer Sensor.

B. Arduino

The Micro Controller which we are using is ATMEGA328.

The Arduino Uno is microcontroller board dependent on AT-

mega328. It has 14 input/output pins, 6 analog input sources,

a 16 MHz oscillator ,a USB association, power jack, ICSP

header and a reset catch.

Fig. 3. ATmega 328.

C. Gesture Sensor

We use APDS9960 gesture sensor in this system. It has

advanced gesture detection. Gesture detection utilizes four

directional photodiodes to sense reflected IR energy to convert

physical motion information to a digital information.

Fig. 4. Gesture Sensor.

D. Bluetooth Module

We use HC-05 Bluetooth module in this system. It is used

for the automation and voice alert system. HC-05 Bluetooth

Module is an easy to use Bluetooth SPP (Serial Port Protocol)

module,designed for transparent wireless serial connection

setup. Its communication is via serial communication which

makes a simple path to interface with controller or PC. HC-

05 Bluetooth module provides switching mode between master

and slave mode which implies it to use neither receiving nor

transmitting data.

Fig. 5. HV-05 Bluetooth Module.

E. Motor

Motor receives power from the Motor driver IC. This power

is used to move the wheelchair. DC motor orientation, speed

and operation can be controlled by the microcontroller. We

can start, stop and make it go in clockwise and anti clockwise

direction.

F. Motor Driver

L293D is a dual H-Bridge driver, so with one IC we can

interface two DC motors which can be controlled in both

clockwise and anti clockwise direction and a motor with fixed

direction of motion.

G. Power Supply

A device or a system that provides electrical or other forms

of energy to associate output load.

V. WORKING

The head motion controlled wheel chair is work on the

accelerometer sensor. The accelerometer sensor is connected

with pin A1 and and gesture sensor is interfaced with with

pin A0. These sensors sense the signals from the patient and

convert it into the suitable signal which is given to ATmega328

microcontroller. The initiating movement is taken by toggle

switch. The direction of the wheelchair is perpendicular to

each axis forward,right and left. The relay is used to interface

the microcontroller and dc motor wheel. The relay for motor

R1 is connected at pin 12. for motor R2 at pin 13. The

gesture sensor on the hand senses the signals according to

finger movement, according to the finger movement it give

input for the voice alert and automation. The voice alert is

done by using a bluetooth module. An application is built for

this purpose. The application installed in the smart phone will

raise a voice alert. For automation, when input signal comes,

it turn on the device. Wireless connectivity is used for this

purpose. Based on the movement the device will turn on or

off.

VI. ANALYSIS

A. Motion Recogonition

This wheelchair allows the patient to have a control over

four directions, left, right, forward and backward. Here shows

the sample images of head motion for the movement of

wheelchair.
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Fig. 6. The position of the accelerometer relative to head motion in right and
left side.

VII. RESULT

The wheel chair controlled by Accelerometer is successfully

designed. These wheel chair is created for the disable patient

those who lost their or being paralyzed. The aim of this project

is to use chair without the help of a companion.

VIII. FUTURE SCOPE

We can use newest technologies for the movement of

wheelchair. Numerous technologies are developed nowadays

to improve the quality of human life. Researchers are going

on for the improvement of smart wheelchair using nervous

system of human.

IX. CONCLUSION

This paper presents the model of a wheel chair that is con-

trolled by using accelerometer. The accelerometer is controlled

by the tilt movement of head and it steer the wheelchair. Along

with that it provides a voice alert to a smart phone using the

hand gesture and also enable to power on/off one or two home

Fig. 7. The position of accelerometer relative to head motion in forward and
backward direction.

appliances using hand gesture. By this we try to give more

independence to the handicapped peoples.

REFERENCES

[1] “Development of the Control System of Voice-Operated Wheelchair with
Multi-posture Characteristics”, Duojin Wang, Hongliu Yu - Shanghai
Engineering Research Center of Assistive Devices Institute of Rehabil-
itation Engineering and technology, University of Shanghai for Science
and Technology Shanghai, China.2017 2nd Asia-Pacific Conference on
Intelligent Robot Systems.

[2] Lu liao, Ying Wu, yi xang, “Control System of Powered Wheel Chair
based on Tongue Motion Detection”-2016 IEEE 15 international con-
ference on cognitive informatics and cognitive computing.

[3] Yanyan xie, xiaow yi, “A Brain Controlled Wheelchair based on Com-
mon Spatial Pattern”- 2015 international symposium on Bio electronics
and Bio Informatics.

2021 Recent Trends in Advanced Computing Technologies 

ISBN: 978-93-5473-994-1 RTACT'21
115



E-GOVERNMENT SERVICES WITH 

ARTIFICIAL INTELLIGENCE 

 

Gayathri Gireesh 

Department of CSE, SBCE, Pattoor, Alappuzha, Kerala 

e-mail: gayathrigireeshan@gmail.com    

Abstract-The e-government’s ultimate objective is offering 

enhanced portfolio of public services in an efficient and 

cost-effective way to citizens. The e-government also could 

give more transparency for the government because it 

enables the public to be informed about what government is 

working on and the policies which are enforced. The 

primary benefit would be replacing and optimizing the 

Paper Based System while implementing electronic 

government. That could save lots of time, money and also 

environment in return due to reducing paper consumption 

and the implementation of e-government could also 

promote better communication with government and 

business sectors. Although, it still faces several challenges. 

A framework that uses AI technologies to automate and 

facilitate the e- government services is proposed and tackle 

the challenges of E-Government. In this paper first, a 

framework for the management of e-government 

information resources is configured and then a set of deep 

learning models that aims to automate several e-

government services is developed. Finally, a smart e-

government platform to integrate recent advances in AI 

techniques in the e-government systems and services is 

proposed to improve the overall trust, transparency, and 

efficiency of e-government. 

Keywords-- Artificial Intelligence, Deep learning, Web 

services, E- Government, Convolutional Neural Network. 
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I. INTRODUCTION 

Artificial Intelligence (AI) can be defined as the 

ability of a computer to simulate the intelligence of human 

behavior. AI is a field that falls at the intersections of 

several other domains. E-government is the use of 

technological communication devices, such as computers 

and the internet to provide public services to citizens and 

other persons in a country and the application of 

employing advanced electronic techniques and web 

services to present, exchange, and advance the 

government’s services for citizens. E-government plays a 

critical role in advancing the economy of the government, 

citizens, and industry. 

The advantages of implementing E-Government 

applications are; 

• Transparency: It can be enhanced by providing easier 

access to up-to-date news and notifications. 

• Trust: It can be enhanced by providing services and 

government information through transparent and easy-to-

use technologies. 

• Citizen Participation: By involving citizens in decision 

making and conducting survey processes, citizen 

participation can be improved. 

• Environment Support: The large amount of paper 

applications can be reduced by E- Government services. 

This will support environment support. This framework 

uses recent advances in AI to improve the E-government 

systems and their interactions with the citizens. Develop  
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deep learning models that aim at automating E- 

government services. The system includes automating 

recognition of hand-written digits, recognition of hand-

written letters and sentimental analysis. Integrating AI and 

deep learning applications in E-government services 

requires strong policy measures on data security and 

privacy. Several studies conducted for enhancing e-

government services. Only few of them address utilizing 

recent advances in AI and deep learning. Utilizing deep 

learning algorithms can significantly improve the current 

state of e-government services and systems to become 

more efficient and economic. Automation is the 

technology in which a process or procedure is performed 

with minimal human assistance. The term AI and 

automation are often used interchangeably. Automation is 

basically making a hardware or software that is capable of 

doing things automatically without human supervision. 

They are associated with software or a physical robots and 

other machines that allow us to handle more effectively 

and efficiently. 

Deep learning is an AI function that mimics the 

working of the human brain processing data and creating 

patterns for use of decision making. Learning can be 

supervised, semi-supervised or unsupervised. That is, deep 

learning AI can be able to learn without human 

intervention, drawing from data that is both unlabeled and 

unstructured. Different deep learning models developed 

for the systems are; Hand-Written Letters Recognition, 

Hand-Written Digits Recognition and Sentiment Analysis. 

Hand-writing recognition is the capability of a 

computer to receive and interpret hand-written input from 

sources such as paper document, photographs, touch-

screens and other devices. 

Sentiment analysis is a Natural Language Processing  

technique applied to the data to determine whether data is 

positive, negative or neutral. Sentiment analysis is often 

performed on textual data to help various IEEE   papers are  

described. Section two gives the literature survey where 

various IEEE papers are described. Section three gives an 

Overview of the Proposed System, section four presents  

Conclusion of the system. The future work comes in 

section five. 

 

II. LITERATURE SURVEY 

           In the paper (A survey on Sentiment Analysis 

Challenges), the evolution of the internet as websites, 

social networks, blogs, online portals, reviews, opinions, 

recommendations, ratings, and feedback are created by 

writers. This writer generated sentiment content can be 

about books, people, hotels, products, research, events, 

and so on. These sentiments become very beneficial for 

businesses, governments, industries, and individuals. 

While this content is meant to be useful, a bulk of this 

writer produced content require using the text mining 

techniques and sentiment analysis. The research in a 

sentiment challenge and the average of accuracy rates are 

inversely proportional.                                                                             

           The work (Service Composition Applied to E-

government) is concerned with the requirements on Web 

Service dynamic composition, it present a framework to 

discovery and compose Web Services and to invoke and 

execute the new composite service. This emphasizes the 

coexistence and seamless interoperation on varieties of 

software components, which have been distributed based 

on legacy applications or on emerging service standards. 

Here a Framework for Web Services composition that is 

part of an e-government platform Prototype is proposed. 

The system uses a metamodeling infrastructure and the 

Model Driven Architecture (MDA) concepts in order to be 

independent of composition technologies as conversation, 

choreography, orchestration and transaction.  

The study (The Public Value of E-Government) 

organizes existing research on the public value of e-

government in order to investigate the current state and 

what value e-government is supposed to yield. This 

literature study theorizes a descriptive and 

multidimensional framework that can improve our  

understanding of the public value of e-government from  
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different viewpoints, and the overlap between them in 

actual e-government designs and implementations. Also, 

the performance of e-government is expected to help 

governments deliver services and transform relations with 

citizens, businesses and other arms of government. This 

research aim is to examine the existing research on the 

public value of e-government in order to understand the 

existing knowledge about the public value of E- 

government. 

 

 

The paper (Sentiment Analysis using CNN) 

proposed a framework called Word2vec+Convolutional 

Neural Network (CNN). This service will show people the 

sentiment analysis of the product by using the data of 

people reviews in some online shopping sites. If the error 

and complexity of sentiment analysis can be reduced, this 

service will be more helpful. The objective of using 

word2vec is to gain the vector representation of word and 

reflect the distance of words. Three pairs of convolutional 

layers and pooling layers are used in this architecture. This 

is the first time that a 7-layers architecture model is 

applied using word2vec and CNN to analyze sentences’ 

sentiment. Word2vec is a neural net that processes text 

before that text is handled by deep learning algorithms. In 

this problem, the aim is to classify the sentences with 

CNN, but CNN can’t understand the sentences directly as 

a human. To overcome this, word2vec translates text into 

the vector that CNN can understand.  

The existing system improves the E-government 

systems and their interactions with the citizens. The 

system includes 3 phases to automate E-government; 

 Hand-Written Letters Recognition 

 Hand-Written Digits Recognition  

 Sentimental Analysis 

 

Deep learning models are developed, that aims at 

automating E-government services. Utilizing deep 

learning algorithms can significantly improve the current 

state of E- government services and systems to become 

more efficient and economic. 

 

A. Hand-Written Letters Recognition 

 

Automating the process of converting hand-

written text to digital text can play significant roles. It is 

used to archive and digitize files and written applications. 

Handwriting recognition system utilize basic computer 

vision and image processing algorithms to segment 

characters from an input image. The ResNet18 model is 

retained for this classification problem using the transfer 

learning technique.  

B. Hand-Written Digits Recognition using  NLP 

 
It is used to facilitate detecting digits from paper 

applications, cars license plates, home addresses, street 

numbers and other products. A handwritten digit’s 

recognition system was executed with the famous MNIST 

data set. Given the fact that the problem on hand (digits 

recognition) is similar in nature to letters recognition, the 

same steps in Hand-Written Letter Recognition is used 

here i.e., ResNet18 architecture is used.  

 

 

 

    

 

 

 

 

•  

 

 

   FIG 1: ResNet18 Architecture Overview 

 

Steps to implement the CNN handwritten digit recognition 

using the NLP: 

1. Import the libraries and load the MNIST dataset: 

The MNIST dataset is one of the most common 
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datasets used for image classification and 

accessible from many different sources. The 

MNIST database contains 60,000 training images 

and 10,000 testing images.  

2. Data Preprocess and Normalize: To be able to 

use the dataset in Keras API, need 4- dims 

NumPy arrays. In addition, must normalize the 

data as it is always required in neural network 

models.  This can be achieved by dividing the 

RGB codes to 255. 

3. Building the Convolutional Neural Network: 

Build the model by using high-level Keras API 

which uses either TensorFlow or Theano on the 

backend. There are several high-level 

TensorFlow APIs such as Layers, Keras, and 

Estimators which helps us generate neural 

networks with high-level knowledge. 

4. Compiling and Fitting the Model: With the 

above code, a non-optimized empty CNN is 

created.  

5. Evaluating the Model: Finally, evaluate the 

trained model. 

C. Sentiment Analysis 

 

       Sentiment analysis is used to identify and classify 

opinions of users in order to quantify and study their 

attitude towards a particular topic, service or a product. In 

order to help automating sentiment analysis services, deep 

neural network is presented. For the classification task, a 

unique architecture is implemented based on the Recurrent 

Neural Network (RNN). RNN employs feedback loops  

where the output from each step is fed back to the RNN to 

affect the outcome of current step, this process is repeated 

for each subsequent step.  

 

 

        FIG 2: Architecture of Sentiment Analysis Classification 

Model 

 

    Some disadvantages of the existing system are: 

 

 

 If the dataset is too big, the work of labeling data 

will be huge 

 Due to intrinsic sequential nature of RNN, the 

networks are hard to train on a parallel system. 

 Sentiment Analysis still faces problems such as 

textual order, changeable sequence length, and 

complicated logic. 

 Inaccessibility: Significant issues on accessing the 

internet and its services. 

 

III. PROPOSED SYSTEM 

The proposed system will improve the sentiment 

analysis phase by combining Convolutional Neural 

Network (CNN) and Long Short-Term Memory(LSTM). 

Emotion detection methods are classified into three, based 

on how detection are made to improve the outcome of 

sentiment analysis; 

 Keyword-based detection: Emotions are  

detected based on the related sets of keywords 

found in the input text. 

 Learning-based detection: Emotions are 

detected based on previous training result with 

respect to specific statistic learning methods 

 

2021 Recent Trends in Advanced Computing Technologies 

ISBN: 978-93-5473-994-1 RTACT'21
119



 Hybrid detection: Emotions are detected based 

on the combination of detected keyword, 

learned patterns, and other supplementary 

information. Semantic analysis utilizes 

techniques of natural language processing. 

 

D. . Sentiment Analysis using CNN-LSTM 
 

The current standard of keyword and attribute 

extractions is rule-based and ad-hoc, semantic analysis is 

proposed to extract keywords based on the linguistic 

information of sentences. LSTM channel is skilled at 

processing sequential information, while the CNN channel 

is capable of extracting abstract features from different 

horizons. CNN and LSTM layers were organized in an 

ordinal manner. The experiments are conducted on the 

Tensor Flow framework running on Python. The LSTM 

model take textual order and sequence length into 

consideration, the CNN is aimed at exploiting local 

features within the text. A regional CNN–LSTM model 

takes both local information within sentences and long- 

distance dependency across sentences into consideration 

for classification. The performances of LSTM and CNN 

rely on the amount and quality of labeled data. The quality 

of word embedding significantly influences the 

classification results since it measures the relationship 

among word vectors in vector space. The word2vec is 

used to gain the vectors for the words as the input. 

Word2vec is a neural net that processes text before that 

text is handled by deep- learning algorithms. This problem 

classifies the sentences with CNN, but CNN can’t 

understand the sentences directly as a human. To deal with 

it, word2vec converts text into the vector that CNN can 

understand. At the same time, the vector produced by the 

word2vec can represent. 

 

 

 

 

 

 

 

 

FIG 3: Architecture of Convolutional Neural 
Network 

 

Here, convolutional layers, pooling layers, 

Parametric Rectified Linear Unit (PReLU) layers and 

dropout layers in CNN are used. In the architecture of 

CNN, the most time of training the neural network is spent 

in the convolution. The main aim of convolution is to 

extract the input feature, and pooling is to sample the 

convolution matrix. When training a neural network 

model, the dropout will be an important trick. It solves the 

main problem in machine learning, that is over-fitting. The 

dropout consists of setting to zero and output of each 

hidden neuron with probability of 0.5. Among all emotion 

models, the OCC model, which includes 22 emotion 

categories. By the use CNN, the test accuracy of the 

system can be increased up to 5%. Incorporating emotion 

models into semantic analysis would yield a more 

systematic way to analyze various textual inputs.  

After representing each word by its 

corresponding vector trained by Word2Vec model, the 

sequence of words {T₁, …, Tₙ} are input to LSTM one by 

one in a sequence. 

 

 

FIG 4: The idea of LSTM 
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Each term Tᵢ is first converted to the corresponding 

input vector xᵢ using Word2Vec model and input into 

LSTM one by one. At each time j, the output W of the 

hidden layer Hⱼ will be propagated back to the hidden layer 

together with the next input xⱼ+1 at the next point of time 

j+1. Finally, the last output Wₙ will be fed to the output 

layer. To conform with the sequential input of LSTM, first 

convert posts into three-dimensional matrix M(X, Y, Z), 

where X is the dimension of Word2Vec word embedding 

model, Y and Z are the number of words in the post and   

the number of posts respectively. To avoid the very long 

training time, here a single hidden-layer neural network is 

adapted. The number of neurons in input layer is the same 

as the dimension of Word2Vec model, and the number of 

neurons in output layer is the number of classes, which is 

2 in this case. By gradient-based back propagation through 

time, we can alter the weight of edges in hidden layer at 

each point of time. After several epochs of training, we 

can obtain the sentiment classification model. 

 

 

 

FIG 5: Simple Architecture of 

Sentiment Analysis using CNN-LSTM 
 

 

 

IV. CONCLUSION 

More government agencies are starting E-

government services to improve their systems and 

services with the recent advances in AI and deep learning 

technologies. Surveyed existing research of emotion 

detection and reviewed the limitations to improve 

detection capabilities. The proposed system only focusing 

on the Sentiment Analysis phase, because in the existing 

system the test accuracy is low. By the implementation of 

the improved sentiment analysis phase, the overall 

performance of the system can be improved. The goal of 

this system is to improve the overall trust, transparency, 

and efficiency of e- government. 

 

V. FUTURE WORK 

  For the future research, it is worth investigating 

that the application of deep learning architectures in the 

user’s interests discovery, and recommendation and to 

improve the quality of the word embedding by integrating 

WordNet lexical database with the input layer. 
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Abstract—- Cybersecurity is very important because of some
security threats and cyber-attacks. Cybersecurity is the practice
of protecting systems, networks, and programs from digital
attacks.Nowadays, theft of goods, important things and valuable
properties from a vehicle is increasing. The security of such
things while transporting from one place to another is a major
concern. Eventhough many precautions and safety measures are
adopted in order to ensure the security of valuables inside a
vehicle, theft activities are happening. There are many existing
methods to prevent the attacks against a vehicle.Locking systems
can ensure security to an extent. But, physical locks can be
attacked easily. So smart lock system ensures the security by
increasing connectivity among the devices.In recent days GSM
and GPS module used in theft detection and vehicle tracking
system. These technologies play a major rolein vehicle security,
but they can be affected by cyber attacks. The proposed method
describes a cryptographically shielded highly secure lock system
to resolve the valuables security and information security issues.
Here, a secure smart hybrid lock (CryptLoc) with location and
cryptography is designed that will provide end-to-end security for
various applications in the real world. This CryptLoc protects
the valuables that are carried in a vehicle from one place to
another.

Index Terms—Cybersecurity, vehicle security, Cryptography,
Location, Locks

I. INTRODUCTION

Cybersecurity affects each one of us in a multitude of

levels. Our professional work, our personal lives, evens our

vehicles that depend on connectivity and technology which

runs in complex software. As information technology becomes

increasingly integral to our daily life. Our dependency on

subsequent information systems grows. In turn, we experience

an increase in potential attacks and vulnerabilities against

those systems[1]. Cybersecurity loom out of necessity to

protect these systems and the information contained within

them. Applied to vehicles, cybersecurity takes on an even

more important role: systems and components that govern

safety must be protected from harmful attacks, unauthorized

access, damage, or anything else that might interfere with

safety functions. Currently, the transportation of rare and

expensive materials is very prone to theft and tampering[2].

Especially, in India there are many such cases which have

been reporting thefts of products from the vehicle. In the

transportation of valuable materials, theft is very common in

transit. Petroleum products are stolen from tankers by whom

they were authorized to transport.

Question papers of examinations are stealed away in transit

before the examinations and leaked to the public. Milk, oil and

other such products are diluted and degraded while they are

being transported. All these thefts happens due to the design of

locking mechanism in such a way to provide the authority of

entry to the person who has the key. Recently vehicle tracking

system is getting vast popularity due to the rising number

of stolen vehicles. Vehicle theft is happening on parking and

sometimes driving in unsecured places[3].

To solve this unpleasant scenario, an advanced security

system is implanted in the vehicle which is used for transporta-

tion of products. This security system consists of a mobile

application, a server and hardware. Cryptographical lock is

introduced to open and close the lock which will be opened

and closed at a particular location which is predefined.

The proposed method contributes to the security of the

valuables inside a vehicle, eliminates the human intervention

while transportation and is capable of being accessed only at

the source or the destination.

2021 Recent Trends in Advanced Computing Technologies 

ISBN: 978-93-5473-994-1 RTACT'21
123



II. LITERATURE REVIEW

IoT is revolutionizing the world. One of its renowned appli-

cations is a smart door lock system to protect the valuables and

secrets behind the door. [4] Presents a secure door lock system

named as cryptoLock which is using three emerging fields of

the modern era. A complete cryptoLock system consists of

hardware, a server, and an Android application. Hardware is

highly secure and sends updates to the server through a secure

channel. In case of unauthorized access, it generates an alarm

to alert the local security and also informs the user through the

app[5]. The users can interact with cryptoLock using both key-

pad and android app. The user login to the Android application

using a unique username and password and authenticated by

the server. After authentication the user exchange information

over the network using AES-128 and SHA-512 algorithms[6].

The user can now lock the door, unlock the door, reset the

password also in case of unauthorized access, the user will

receive an emergency notification from our cryptoLock. A

cryptoLock has two security steps while transmitting data over

the network[7]. The first is data hashing in order to maintain

the integrity of data and to avoid reply attack and the second

step is data encryption in order to maintain data confidentiality.

The main issues faced here is the CIA principle is partially

fulfilled i.e, attacker can reproduce the parameters so Integrity

is not satisfied, Key management issues can be occurred due

to Symmetric key.

Fuel is one of the most valuable commodities worldwide,

and this has led to a manifold increase in fuel theft globally.

[8] Proposes a system that monitors the real time fuel level

inside the storage tank of the tanker using a level sensor placed

at the ceiling of the tank. If the averaged reading falls below a

certain threshold, an SMS indicating low fuel level is sent to

the appropriate authorities. A GPS module fitted on the tanker

will continuously send the location of the vehicle to a mobile

application[9]. A security system comprising of an electronic

lock protects the compartment which houses the fuel valve

and the lock uses password protection. Two separate OTPs,

one for the tanker guard/driver and another for the agency

which is taking the fuel delivery are randomly generated

using an algorithm and get delivered on separate mobile

applications[10]. The security system uses a keypad which

is used to enter the received OTPs to the micro-controller.

The micro-controller program is written in such a way that

only if both the entered OTPs are matched correctly with the

ones which were generated and sent to the mobile application,

then only the user will have the access to the fuel in the

tanker. For this, a solenoid lock is used which activates only

when the correct OTP is entered and allows the user to access

the fuel, otherwise it is closed preventing the unauthorized

access of the fuel[11]. Although the fuel level drops below a

certain level, which is a result of the fuel theft, it is sensed by

the level sensors and is informed to the microcontroller. The

micro-controller then sends commands to the GSM module to

inform the fuel agency by sending them an SMS message. The

SMS is sent using the SIM card with the help of a cellular

network[12]. The message to be sent is conveyed to the GSM

module by the micro-controller by serial communication. The

main issue faced in this paper is that there is no cyber-security

provided and so the attacker can access GPS parameter.

Vehicular ad-hoc network(VANET) is a part of mobile

adhoc networks where data communication happens among

the vehicles over a wireless network. [13] Explains vehicle se-

curity in VANET and data origin authentication using ECDSA.

VANET needs to satisfy before its deployment onto the net-

work is: vehicle authentication, message non-repudiation, ve-

hicle anonymity and availability, message, confidentiality and

integrity[14]. These requirements protect the message transfer

from tampering. To stop the attackers to build any new fake

profile of the user, these privacy requirements ensure that the

information of the user is hidden and anonymous. A number

of attacks can happen in the network due to its wireless,

decentralised and dynamic nature[15]. They can be either be

insider, i.e., internal vehicles that are unauthorised or from

outside by the external vehicles. Different types of attacks

which can harm the smooth functioning of the communication

among the vehicles: DoS attack, Sybil attack, wormhole attack.

In this paper, the Sybil attack and its removal by ECDSA

is discussed in order to secure the authenticity of packets

containing crucial messages[16]. The elliptical curve digital

signature algorithm has been used to check the authenticity of

the message and to strengthen the privacy of the vehicle[17].

The main issue faced in this paper is that the Replay attack

can be occurred and timestamp is not included.

Authentication of the communication peers and encryption

of the secret messages are often used as countermeasures to

the attacks. [18] Uses location-based encryption method that

not only ensures message confidentiality, but also authenticates

the identity and location of communicating peers. This method

is an extension of geo-encryption which limits the area inside

which the intended recipient can decrypt messages. The main

contributions include: (i) a detailed design of the key composi-

tion and recovery mechanism, including techniques to map the

location coordinates to a unique value in order to authenticate

the communicating peer’s location; (ii) the prediction of the

decryption region in a dynamic vehicular environment (iii)

the modification of geo-encryption. The population of vehicle

is huge and vehicles move from place to place[19]. Geo-

encryption scheme uses symmetric cryptographic algorithms.

The GeoLock mapping function converts geographic location,

time and mobility parameters into a unique value as a lock.

This unique lock value validates that the recipients satisfy

certain restriction, for example the decryption region at a

certain time interval[20]. The main issue faced in this paper is

the overhead of packet size increase and the decryption time

by varying the updated pause time. The updating pause time is

the time interval to update locations of senders and receivers.

The use case of door lock, connected to the Internet and with

ability to enter or exit room based on rights, is used for design

and analysis of custom made systems regarding security. [21]

Describes Internet of Things Cyber Security: Smart Door

Lock System which is designed to offer some features like
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Flexibility, Evaluation and prediction and Energy savings.

The hardware module i.e, the lock is deployed to listen for

commands directed from the central unit. Every lock client

only corresponds with one central unit at the time, following

the “separation of concerns” principle[22]. When registered,

clients are granted access to certain restricted areas by system

administrator, i.e. they are assigned security roles which enable

them access to secured resources. End users interact with

the system through mobile and web applications which are

implemented for that purpose[23]. Web application which is

used for resource management and security administration

handling, providing detailed insight into resource usage over

the time, as well as the current state of occupied resources[24].

Firstly, User logs in the system via mobile app. Provided

credentials are validated on the server (central unit) and the

authentication response is returned to the client. Successfully

logged in user is offered various resources available to occupy

(unlock). After the resource is selected by the client, the

request is sent to the central unit to be validated. If authorized,

user will be given right to use the resource, and the request

will be forwarded to the corresponding lock client, eventually

unlocking the resource. Server is the core element of the

system, representing the mediator in every communication

between end clients and physical locks[25]. The main issues

faced in this paper is that the False impersonating attack can be

occured as a lock to the authentication server might be possible

if the attackers had access to credentials stored within the lock

and the other attack that can be occurred is man-in-the middle

(MITM) attack. It implies that the attacker managed to put

a malicious node between authentication server and a lock,

using one of the several methods for MITM[26]. This would

allow the attacker to eavesdrop and change the packets that

are transferred.

When researching related works and existing commercial

solutions, one can also notice that most solutions doesn’t

offer Cyber-security for their locks, which may also lead to

a significant security attacks. However, some papers focus on

the security issues but they cannot fulfill the basic principles

of cyber-security i.e, Confidentiality, Integrity, Authentication

(CIA Triad). So in this paper we propose and describe the

smart lock system with similar functionality as existing solu-

tions but put a focus on security of the proposed lock. This

is necessary in order to anticipate vulnerabilities that were

observed throughout the related work and to highlight potential

issues in existing lock solutions.

III. BRIEF DESCRIPTION OF CRYPTLOC

First of all, the server is updated by entering the VehicleId,

ExpectedLocation, ExpiryTime through the mobile applica-

tion. The vehicle contains a Hardware Module which consists

of servo motor to open and close the lock, an accelerometer

sensor to detect the motion of the vehicle, a GPS sensor

to fetch the location of the vehicle and a Raspberry pi

based Microcomputer Whenever the vehicle is stopped, the

accelerometer sensor detects that the vehicle has stopped and

the hardware module triggers a request to the containing

current location with some parameters such as Encrypted

Random Nonce, VehicleId, CurrentTime, CurrentLocation and

Signature. The server checks whether the current location is

the same as the expected location. If the location and the

parameters are matching, then an access token is generated

from the server and it is be sent to the vehicle. The lock is

opened and a success message is sent back to the server. The

server updates the unlock status and send a push notification to

the user. This is the case when the user selects Auto Unlocking

in the mobile application.

If the user selects manual unlocking, the server pushes a

notification to the mobile application. When the user accepts

the notification then only the lock gets opened and if the user

rejects then the lock will not open. The manual unlocking

method is thereby used to give control to the user of the mobile

application to open the lock or not.

IV. PROPOSED METHODOLOGY

This Section gives an overview about the working of each

module of the CryptLoc which includes (i) Cryptloc Applica-

tion (ii) Hardware Module (iii) Server

A. CryptLoc Application Design

The App has been developed to enter the details to the

database. The mobile application has two main Activity: Login

Activity and Main Activity .The user login to the App using

Username and password. In the server side, server checks

whether the Username and password are correct. If both are

correct, the user gets access to the Main Activity. In the

Main Activity, update the server by entering the data such

as VehicleId, ExpectedLocation, ExpiryTime of the vehicle.

There are two options in the mobile application, one is Auto

Unlocking and the other is Manual Unlocking. If the user

selects Auto Unlocking, then the lock is automatically opened

when the vehicle reaches the expected location. But if the user

selects Manual Unlocking, a notification is send to the user’s

mobile application when the vehicle reaches the expected

location. The lock is opened only if the user accepts the

notification.

Fig. 1. CryptLoc Application Architecture.
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Fig.1. shows the architecture of the CryptLoc application.

CryptLoc Application receives input User.It updates the infor-

mation into the Server.

B. Hardware Module

The CryptLoc hardware consists of the following compo-

nents:

• Servo Motor

• ADXL345 Digital Accelerometer

• Raspberry PI

• UBLOX NEO6M GPS Module

The hardware module is fitted to the vehicle. Whenever the

vehicle is stopped, the accelerometer sensor detects that the

vehicle has stopped. Now, the Hardware Module will trigger

a request to the server which contains the CurrentLocation

of the vehicle, Current Time, Encrypted Random Nonce,

Signature and ExpiryTime. The Server sends back a response

to the module containing an Access Token. The Hardware

Module verifies the Access Token and if it is valid, then the

lock gets opened.

Fig. 2. Hardware Architecture

Fig.2. shows the architecture of the hardware.Raspberry Pi

is a minicomputer which processess the information received

from Servomotor, Accelerometer Sensor, GPS.

C. Server Design

The server contains the database and it also works as a

handler. The server receives data from the mobile application

and the data is verified. Then it processes the data and adds it

to the database. Server waits for the request from the vehicle.

When it receives the Access Token request, it verifies whether

the ExpectedLocation from the mobile application and Cur-

rentLocation from the vehicle are same, also verifies VehicleId,

ExpectedLocation, ExpiryTime and other parameters. If all are

correct, the Access token is sent to the vehicle.

Fig. 3. Hardware to Server Architecture

Fig.3. shows the communication path between the Hardware

Module and The Server.Server receives the information from

the Hardware Module and performs the operations such as

Token generation ,Signature verification etc.

Fig. 4. App to Server Architecture

Fig.4. shows the communication path from Mobile appli-

cation to the Server.The username and password given in the

Mobile Application is authenticated by the Server and the data

is also processed.
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D. Operational Security

The CyptLoc has security steps to address all the known

security issues.Signature is used in order to maintain the

integrity of data , Random Nonce is used to avoid reply

attack. Assymetric data encryption is used to maintain data

confidentiality.

First of all, we update the server by entering the VehicleId,

ExpectedLocation, ExpiryTime through the mobile applica-

tion.

Fig. 5. Sending information to server from Mobile Application

The vehicle contains a Hardware Module which consists

of servo motor to open and close the lock, an accelerometer

sensor to detect the motion of the vehicle, a GPS sensor

to fetch the location of the vehicle and a Raspberry pi

based Microcomputer. Whenever the vehicle is stopped, the

accelerometer sensor detects that the vehicle has stopped and

the Hardware Module triggers a request to the server contain-

ing CurrentLocation, Encrypted Random Nonce, VehicleId,

CurrentTime, CurrentLocation and Signature.

Fig. 6. Sending information from Hardware module

Algorithm 1: Token Request generation at vehicle side

1.After a given time t (assume 30 sec) the CryptLoc

vehicle module checks the vehicle is moving or not

by checking Accelerometer current value and

previous value.

if Acurrent == Aprev then

Go to Step 2;

else

Acurrent = Aprev;

end

2.Sign Vehicle id(Vid) using vehicle private key (Vpri)

Csig = SignVid Vpri

3.Create a random nonce Rv. Encrypt Rv using server

public key Spub.

Erv = EncRv Spub

4.Generate the token generation request using -

VehicleId, CurrentLocation, Signature, Encrypted

Random Nonce and send to server.

Treq= Csig+ Vid + Cl + Erv

The Random Nonce is encrypted using the server’s public

key. It is decrypted by the server’s private key. VehicleId is

signed using Vehicle’s private key. The corresponding public

key is available in the server so that the signature can be

verified in the server side.

At the server side, signature is verified using vehicle public

key. The Random Nonce is decrypted using server’s private

key. Then the conditions are checked whether the current

location and expected location are equal.If the current time

is less than the expiry time, then access token is generated

and the Random Nonce Rv’ is stored into another variable.
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Algorithm 2: Token Request verification at Server

1. Verify vehicle signature Csig using vehicle public

key Vpub.

if Csig == Valid then

Go to Step 2;

else

Discard the request;

end

2. Decrypt encrypted random nonce Erv using server

private key (Spri)

Rv = DecErv Spri

3. if Current time(Ct) ¡= Expiry time(Et) and Current

Location(Cl) == Expected Location(El) then

Go to step 4;

else

Go to Step 6;

end

4. Generate access token (Atoken) copy the value of

Rv to Rv’

5. Sign Vehicle id(Vid) using server private key (Spri).

Encrypt Rv’ , Access Token and Expiry time Et using

vehicle public key Vpub

Ssig = Sign[Vid]Spri

Ereply = Enc[Atoken + Rv’+ Et] Vpub

6. Generate Error token Etoken Sign Vehicle id(Vid)

using server private key [Spri]. Encrypt Rv’ , Error

Token and Expiry time Et using vehicle public key

Vpub.

Ssig = Sign[Vid] Spri

Ereply = Enc[Etoken + Rv’+ Et] Vpub

7. Create the TrespusingSsigandEreply. Send Tresp to

vehicle.

Tresp= Ssig+ Ereply

Then the server sends response to the hardware module.

The response contains a Signature and Encrypted Access token

with ExpiryTime and the Encrypted Random nonce Rv’.

In the vehicle side, the vehicle verifies the signature using

the server’s public key. Decrypt the access token and Random

nonce Rv’ using vehicle’s private key and check whether Rv’

is equal to Rv. If they are equal then it is considered as a fresh

response and verifies the Access token and expiry time.Then

the hardware module generates 5V to the Servo motor.

Fig. 7. Receiving information at Server

Fig. 8. Sending information from Server

Algorithm 3: Token Verification at vehicle side

1. Verify server signature Ssig using server public key

Spub. if Ssig == Valid then

Go to Step 2;

else

Discard the request;

end

2. Decrypt encrypted Ereplyusing vehicle private key

(Vpri) if Rv’ == Rv then

Go to Step 4;

else

Discard the packet;

end

4.if contains Access Token then

Verify the access token and open the lock;

else

Log the error message;

end
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Fig. 9. Receiving information at Hardware module

V. IMPLEMENTATION RESULT

Fig.10 and Fig.11 shows the communication between Client

and Server. Server runs on http://0.0.0.0:3000/ Client vehicle

(for eg. KL01A2255) generates access Token, Signature and

Encrypted Random Nonce. Now the client sends these infor-

mations to the Server. Server receives the request from the

Client. Server verifies the signature and decrypt the Random

nonce. Now the Server sends a success message to the Client

and Server generates a Signature.This generated signature is

send to the client and the client verifies the signature and sends

a success message to the Server.

Fig. 10. Server Side Operation

Fig. 11. Client Side Operation

VI. PERFORMANCE EVALUATION

The performance of the proposed model can be evaluated

by the factors such as Confidentiality, Integrity, Availability,

Replay Attack and Round Trip Time (RTT).

A. Confidentiality

Confidentiality ensures the protection of data by prevent-

ing the unauthorised disclosure of information. A failure to

maintain confidentiality can lead to the access to private

information. The proposed model ensures confidentiality by

Encryption. The request from the Client contains Random

nonce which is encrypted by using Server Public Key. This

Random nonce is decrypted by the server using Server Private

Key. The Random Nonce is used inorder to prevent replay at-

tack. If the Random Nonce is leaked then there is a possibility

of replay attack.

B. Integrity

Integrity involves maintaining the consistency and trustwor-

thiness of data over its entire life cycle. In existing model,

integrity is achieved by authentication. But in the proposed

model, integrity is achieved by Mutual authentication. Digital

Signature is used to mutually authenticate both client and

server. Here, the client signs the VehicleId using Vehicle

Private Key which is verified by the server using Vehicle

Public Key.

C. Availability

Mutual Authentication is implemented in our proposed

system so it communicate with proper Client-Server only. If

the signature is mismatching then the System will ignore the

request. The Server side blocks a particular IP if there arises

consecutive Signature mismatching.In the Client side no ports

of the hardware module are open so only Client-Server-Client

communication can be established.

D. Replay Attack

Replay Attack is that the client would receive the message

twice. In this paper, inorder to avoid replay attack, the server

responses to the client only if the request from the client

contains Random nonce.

E. Round Trip Time(RTT)

RTT is the time taken by the client to receive back the

response from the server after the client’s request. The perfor-

mance is analysed on an Ubuntu 18.04.1 LTS,Intel® Core™

i7-6820HQ CPU@2.70GHz×2Processor, 8GB RAM machine.

It is analysed that there is only a slight change in RTT with

signature and nonce of the proposed model as compared with

the existing model. This provides cyber-security for the entire

CryptLoc system and doesn’t affect the performance.
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VII. CONCLUSION

In this article ,it is presented a comprehensive review of

Vehicle cyber security that recently arouse society concerns

have more complicated vulnerabilities, compared to ordi-

nary computer and internet cyber security. In addition, more

frequent connection between vehicle and smart phone with

limited security mechanism is considered to raise security

risks. In response to the increasing concern about vehicle

cyber risks, a new system is introduced here. This system is

hybrid model of location and cryptography. It is a defense

in depth against cyber security threats. It has fully automatic

workflow. To the best of our knowledge, this survey provides

a comprehensive overview of Location Based Crypto-Locking

System.
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Abstract—On March 11, 2020, the World Health Organization
declared that COVID-19 was a global pandemic, indicating
significant global spread of an infectious disease (World Health
Organization , 2020).The virus was extremely contagious and
led to death in the most vulnerable, particularly those older
than 60 and those with underlying conditions. Common signs of
infection include respiratory symptoms, fever, cough, shortness of
breath and breathing difficulties. In more severe cases, infection
can cause pneumonia, severe acute respiratory syndrome, kidney
failure and even death .Standard recommendations to prevent
infection spread include regular hand washing, covering mouth
and nose when coughing and sneezing, thoroughly cooking meat
and eggs. Avoid close contact with anyone showing symptoms
of respiratory illness such as coughing and sneezing. Detecting
COVID19 early may help in devising an appropriate treatment
plan and disease containment decisions. In this study, we demon-
strate how machine learning can be used to perform COVID-19
detection using images from three most commonly used medical
imaging modes X-Ray, Ultrasound, and CT scan.We identify a
suitable Convolutional Neural Network (CNN) model through
initial comparative study of several popular CNN models. We
then optimize the selected VGG19 model for the image modalities
to show how the models can be used for the highly scarce and
challenging COVID-19 datasets. The new approach is aimed to
reduce unwanted noise from the images so that deep learning
models can focus on detecting diseases with specific features from
them

Index Terms—COVID-19 detection, imaging models, CNN
models - VGG19, X-ray, Ultrasound and CT based detection

I. INTRODUCTION

The current COVID-19 pandemic has impacted the world

with over millions of infections and deaths so far. So Early

identifying, isolation and care for patients is a key strategy

for a better management of this pandemic. Our study aims to

provide a conceptual transfer learning framework to support

COVID-19 detection with use of image classification using

deep learning models for multiple imaging modes including X-

Ray, Ultrasound, and CT scan. The acquisition of a sufficiently

large, publicly available corpus of medical image sample data

for fully training deep learning models is a challenging task for

novel medical conditions such as COVID-19 since collection

and labelling of images requires significant time and resources

to compile.

An alternative method of training deep learning models is

“transfer learning” whereby a deep learning network is pre-

weighted with results of a previous training cycle from a

different domain. This technique was commonly used as a

basis for initializing deep learning models which are then

fine-tuned using the limited available medical sample data set

with results that have been documented to outperform fully

trained networks under certain circumstances[1]. This will

demonstrate how transfer learning can be used for COVID-

19 detection for three commonly used imaging modes X- Ray,

Ultrasound, and CT scan. This study could assist practitioners

and researchers in developing a supporting tool for highly

constrained health professionals in determining the course

of treatment. The study further establishes a pre-processing

pipeline for improving the image quality, for deep learning

based predictions. An initial testing is also directed to under-

stand the suitability of various popular deep learning models

for the limited available dataset in order to select a model for

the proposed image classification demonstrations on multiple

image modes.

Computer vision diagnostic apparatuses for COVID-19 from

multiple imaging modes such as X-Ray, Ultrasound, and

CT would provide an automated “second reading” to clini-

cians, assisting in the diagnosis and criticality assessment of

COVID-19 patients to assist in better decision making in the

global fight against the disease. COVID-19 often results in

pneumonia, and for radiologists and practitioners differentiat-

ing between the COVID-19 pneumonia and other forms of

pneumonia (viral and bacterial) solely based on diagnostic

images could be challenging[2]. Deep learning artificial neural

networks, and the Convolutional Neural Networks (CNNs)

have proven to be highly active in a vast range of medical

image classification applications[3].

II. LITERATURE SURVEY

A. A fully integrated computer-aided diagnosis system for

digital X-ray mammograms via deep learning detection, seg-

mentation and classification.

A journal paper “A fully integrated computer-aided diagno-

sis system for digital X-ray mammograms via deep learning

detection, segmentation and classification” was published by

Elsevier on June 2018. This paper was authored by Mugahed

A.Al-antari, Mohammed A.Almasui, Mun-Tack Choi, Seung-

Moo Han, Jae-seong Kim. It uses the concept of Multi-

1
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modal imaging. Here X-ray is the medium. A completely

integrated CAD system is proposed to screen digital X-ray

mammograms. It involves detection, segmentation and clas-

sification of breast masses via deep learning methodologies.

To detect breast mass from entire mammograms, You-Only-

Look-Once (YOLO), a regional deep learning approach is

used. To segment them mass full resolution convolutional

network model is proposed and utilized. A deep CNN is

used to recognize the mass and classify it as either benign or

malignant. To evaluate the proposed integrated CAD system,

the publicly available and annotated INbreast database was

utilized. The experimental results demonstrate that the pro-

posed CAD system, outperforms the latest conventional deep

learning methodologies.

B. Lung cancer detection based on CT-Scan images using

transfer learning

A journal paper “Lung cancer detection based on CT Scan

images by using transfer learning” published on October 2019,

was authored by TulasiKrishna Sajja, Retz Mahima Devara-

palli and HemanthaKumar Kalluri. In this paper, a deep neural

network is designed based on GoogleNet, a pre-trained CNN.

To reduce the computing cost and avod overfitting in net-

work learning, the densely connected architecture of proposed

network was sparsified, with 60network was verified through

a simulation on a preprocessed CT-Scan image dataset: The

Lung Image Database Consortium (LIDC) dataset, and com-

pared with that of several pretrained CNNs. The result shows

that this network achieved better classification accuracy than

the contrastive networks. In future, this proposed network

performance is test on different dropout ratios and without

dropout and also need to verify the importance of inception

layers added to the network and how many inception layers

are sufficient for achieving better performance

C. Rational use of CT- Scan for the diagnosis of Pneumonia:

comparative accuracy of different strategies

The paper “Rational use of CT Scan for the diagnosis of

Pneumonia: comparative accuracy of different strategies” was

published on April 2019. It gives a clinical prediction score

based on four easily available variables allows for more su-

perior accuracy for the diagnosis of pneumonia than standard

assessment. When targeting patients at low or intermediate

predicted risk, Low-dose CT is indicated for 54is obtained

for all patients, the accuracy of the clinical diagnosis of

Pneumonia is only moderate when comparing with a reference

diagnosis. However, obtaining a CT-Scan in all cases of

suspected pneumonia has significant drawbacks.

D. Feature enhancement in medical ultrasound videos using

contrastlimited adaptive histogram equalization.

A paper “Feature Enhancement in Medical Ultrasound

Videos using Contrast-Limited Adaptive Histogram Equaliza-

tion” published in 2019 by the authors Prerna Singh, Ramakr-

ish Mukundan, Rex De Ryke, proposed a novel framework

for both multiplicative noise suppression and robust contrast

enhancement and demonstrate its effectiveness using a wide

range of clinical ultrasound scans. This approach to noise

suppression uses a novel algorithm based on CNN that is first

trained on synthetically modeled ultrasound images and then

applied on real ultrasound videos. The feature improvement

stage uses an improved contrastlimited adaptive histogram

equalization method for enhancing texture features, contrast,

resolvable details and image structures to which the human vi-

sual system is sensitive in ultrasound video frames. Subjective

assessments by four radiologists and experimental validation

using three quality metrics clearly indicate that this proposed

framework generates superior performance compared with

other well established methods. Its future work is directed

towards development of a feature enhancement process within

a filtering method to reduce computational complexity and

improve overall efficiency. The proposed system could also be

extended to an ultrasound video classification framework. For

the classification of ultrasound videos, deep neural architecture

will be considered and comparative study will be performed

with other supervised learning techniques.

E. A deep step pattern representation for multimodal retinal

image registration

IEEE published a paper “ A deep step pattern representation

for multimodal retinal image registration” on November 2019,

which was authored by Jimmy Lee, Peng Liu, Jun Cheng and

Huazhu Fu. This paper presents a novel feature based method

that is built-upon a convolutional neural network(CNN) to

learn the deep representation for multimodal retinal image

registration.

Most existing deep learning based methods require a set

of manually labeled training data with known correspond-

ing spatial transformations, which limits the size of training

datasets. By contrast, this method is fully automatic and scale

well to different image modalities with no human intervention.

They generate, feature classes from simple step patterns within

patches of connecting edges formed by vascular junctions

in multiple retinal imaging modalities. They used CNN to

learn and optimize the input patches to be used for image

registration. Spatial transformations are estimated based on the

output possibility of the fully connected layer of CNN for a

pair of images. One of the key advantages of this proposed

algorithm was its robustness to non-linear intensity changes,

which widely exist on retinal images due to the difference of

acquisition modalities. The experimental results demonstrate

the robustness and accuracy over state-ofthe-art multimodal

image registration algorithms. The disadvantage was that,

CNN are not actually invariant to large transformations of the

input data.

III. EXISTING SYSTEM

A. Dataset Development

1) Dataset Development : Large numbers of X-Ray, CT

and Ultrasound images are available from some publicly

accessible datasets. With the arrival of COVID-19 being very

2
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recent none of these large repositories contain any COVID-

19 labelled data, thereby requiring that we rely upon multiple

datasets for Normal, Pneumonia, COVID-19 and other non

COVID-19 source images. COVID-19 chest X-Rays were

acquired from the publicly accessible COVID-19 Image Data

Collection. This collection has been sourced from websites and

various pdf format publications. Naturally, the images from

this collection are of variable size and quality. Image contrast

levels, brightness and subject positioning are highly variable

within this dataset. The analysis in this article is based on a

download of this dataset made on 11 May 2020.

Fig. 1. Summary of data sources used.

CT scans for COVID-19 and non COVID-19 were obtained

from the publicly available COVID-CT Dataset. This dataset

has been sourced by extracting CT slice images viewing

the COVID-19 pathology from preprint papers. Once again,

images from this collection are of variable size and quality.

Moreover, the process of CT scanning is dynamic, with

a full scan consisting of many discrete slices taken in a

helical pattern along the thoracic cavity. The images in this

collection only present a single, or small number of slices

per patient. Ultrasound images for COVID-19, Pneumonia and

Normal conditions were obtained from the publicly accessible

POCOVID-Net data set. These images have been sampled

from video sourced from various online sources. Ideally ul-

trasound video would be taken in a systematic way to allow

for greater comparability of the condition datasets with every

frame in the video subject to analysis. The number of images

of each dataset along with a description of characteristics of

the datasets is described in Table 3.1. We believe the major

quality variations between data from different classes need to

be balanced for deep learning models to learn actual disease

related variations. So, our study stresses the importance of

sampling bias/signal noise removal from the image datasets

prior to using them for model development and classification

inorder to obtain meaningful and trustworthy classification

results. Certain illustrative examples of this variability of these

datasets is shown in Figure.

Of these examples images (b), (c) seem to have been

cropped from journal articles and in the case of (f) scanned.

These images are of poor quality and lacking detail that would

specify a pathology to our machine learning models. Images

(g), (j) and (k) also lack detail as a result of device positioning.

Images (d) and (l) show high brightness and low contrast,

hence hiding pathological details. Despite the variability of the

datasets we chose to only very lightly curate data as described

in Data Pre-processing section and shown in figure.

Fig. 2. Different variations observed in the COVID-19 datasets.

2) Data Sampling : In this study, we aim to use real X-

Ray, Ultrasound and CT scan data only, and not considering

3
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creation and use of artificial data at this stage. And we

also used a relatively balanced dataset size for our model

experiments, with imbalance addressed using calculated class

training weights.

The X-Ray COVID-19 dataset was lightly curated to remove

a single image that was an wrongly labeled projection. All

other COVID-19 images were involved for the various modes.

The non-COVID-19 images were also lightly curated to erad-

icate images that were mislabelled projections or dominated

by intrusive medical devices. This left us with some usable

image samples for X-Ray, Ultrasound and CT scan to work

with. Since the resulting sample corpus was still compara-

tively small for deep learning application, we applied several

data augmentation transformations including horizontal fiip,

horizontal and vertical shift or rotation to increase the volume

and variety of the sample set.

Since the machine learning classifiers, use a pixel array

as a data source, any systematic difference in pixel inten-

sity between the datasets would present sampling bias in

the results. This would have the significance of training the

machine learning classifiers on systematic image histogram

differences rather than the actual clinical image content of

interest. To reduce the effect of sampling bias, we applied

histogram equalization to images using the N-CLAHE method.

This method both normalizes images and enhances small

details, textures and local contrast by first globally normalizing

the image histogram followed by application of Contrast

Limited Adaptive Histogram Equalization (CLAHE). This was

executed using the OpenCV equalizeHist and createCLAHE

functions.

B. Model Development

1) Classification Pipeline : Unprocessed images are read

with directory names that was used as class labels. N-CLAHE

is then applied to normalize images and highlight the smaller

details for the attention of the machine learning classifiers.

Images are then resized to the classifier default size, for

example 224*224 pixels for VGG16/VGG19 and 299*299

pixels for InceptionV3. Following image resizing, data aug-

mentation is applied to increase the number and variation

of images delivered to the classifier. Augmentations applied

consist of horizontal flip, rotation, width shift, and height

shift. Vertical flip was not applied as X-Ray images are

not vertically symmetrical, and the resulting flipped image

would not resemble a real chest X-Ray. Finally, the augmented

images are utilized by the machine learning classifier using an

80:20 Train or Test split.

2) Model Consideration : One of the key goals of this study

was to achieve reliable classification results using publicly

accessible data and “out-of- the-box” models with transfer

learning to both compensate for the limited size of the sample

data sets, and to accelerate the training process so that this

could be reasonably performed on modest hardware. CNN

based models are well used for image classification purposes

and we want to initially select a suitable CNN based deep

learning model for our multimodal image classification study.

Fig. 3. Experiment pipeline for preprocessing and classification.

Our main aim is not to perform exhaustive performance

evaluation among all available models, rather we aim to show

the generic applicability of popular model genres for the

challenging and limited time critical dataset for COVID-19

chest images in multiple modes including X-Ray, CT and

Ultrasound to provide reasonable precision. In order to catch

the most suitable model for our study, we focused on widely

popular models, suitable for transfer learning, and readily

available in packaged form through trusted public libraries

such as Keras. Hence, we only measured representatives of

the base models in this domain as discussed below. Suitably,

these models are all available as part of the Keras API and

each support transfer learning in the form of supporting the

pre-application to the model of the ImageNet weights.

1. VGG16 AND VGG19

VGG16 and VGG19 are convolutional neural network

(CNN) architectures with very small convolution filters (3 *3)

and a stride of 1 designed to achieve high accuracy in large-

scale image recognition applications. The two implementations

differ in depth of convolution/max-pooling and fully connected

layers, with VGG16 having 16 layers in the base model and

VGG19 having 19 layers.

2. RESNET50 V2

The ResNet CNN was developed as a means of avoiding the

vanishing gradient problem inherent in deep neural networks

by implementing a system of skip connections between layers

known as residual learning. This architecture results in a

network that is more efficient to train, allowing for deeper

networks to be designed that positively impact the model

accuracy. ResNet50 is such a network with 50 layers of

implementing residual learning.

3. INCEPTION V3

The Inception V3 CNN aimed to improve utilization of

computing resources inside the network by increasing the

depth and width of the network whilst keeping computation

operations constant. The designers of this network coined the

term “inception modules” to describe an optimized network

4
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structure with skipped connections that is used as a building

block. This inception module is repeated spatially by stacking

with occasional max-pooling layers to reduce dimensionality

to a manageable level for computation.

4. XCEPTION

The Xception CNN was developed by Google Inc. as an

“extreme” version of the Inception model. The Inception mod-

ules described above are replaced with depth wise separable

convolutions. This Xception was shown to outperform Incep-

tion on a large-scale image classification dataset (comprising

350 million images of 17,000 classes).

5. INCEPTIONRESNET V2

The InceptionResNetV2 CNN combines the Inception and

Resnet architecture with the objective of achieving high clas-

sification performance using a ResNet architecture with the

low computation cost of the Inception architecture.

6. NASNETLARGE

The NASNet (Large) CNN has been developed by Google

Brain as a data driven dynamic network that uses reinforce-

ment learning to determine an optimal network structure for

the image classification task at hand.

7. DENSENET121

The DenseNet 121 CNN [27] uses shorter connections

between layers in order to allow more accurate and efficient

training on very deep networks.

3) Model Selection : The Models discussed in the earlier

section was firstly tuned using Keras-tuner to determine an op-

timum range of learning rate, hidden network size and dropout

rate. From this process, optimal hyperparameter ranges were

determined to be:

Learning Rate = 10
−

3 - 10−5

Hidden Layer Size = 8 - 96 neurons

Dropout = 0.1 - 0.2

Each model was then trained 5 times over 100 epochs with

precision, recall, training/testing accuracy and loss metrics

captured along with training curves and confusion matrices

for further analysis. The test was repeated for learning rates

between 10
−

3 and 10
−

5 with order-of-magnitude increments.

The hidden layer size was also varied between 8 and 96. The

batch size was varied between 2 and 16. Each classifier was

trained on the ImageNet weights for transfer learning. Finally,

where models converged well, the best training hyperparame-

ters were selected by inspection of training curves. The number

of training epochs was then adjusted to prevent overfitting. The

training and testing were then repeated with selected epochs

and optimized hyperparameters to obtain performance scores.

The testing results as shown in Table 3.3 that the simpler

VGGclassifiers were more trainable on all three image modes

and provided more consistent results across all three image

modes. We also noted that ultrasound provided best classi-

fication results across all deep learning models compared to

the CT and X-Ray image modes. The more complex models

tended to either overfit in early epochs (¡10) or failed to

converge at all. Where reasonable results were obtained from

the more complex models training curves typically showed

overfitting and somewhat erratic training behavior in several

cases.We also found that the more complex model trainabil-

ity was highly dependent upon initial model hyperparameter

choice, whereas the VGG classifiers produce good results for

a wider range of hyperparameter choices.

Finally, we noticed that the more complex models exhib-

ited a higher training metrics deviation between epochs with

randomly selected train/test splits. We believe the smaller data

size and high fine-grained variability within the datasets were

detected by the sensitive complex models, thus resulting in

poorer performances. We expect complex model performance

to improve with larger and better-quality data. Based on our

initial testing results, we have chosen the VGG19 model for

our multimodal image classification testing in this study. We

anticipate that future novel pandemics can also be expected

to initially produce small, low quality medical image datasets

and suggest that our findings are likely to extend to similar

future applications with such challenging datasets.

IV. PROPOSED SYSTEM

Data fusion concept allows us to combine multiple modes

of data to improve model classification performance. Although

data fusion comes with its own set of challenges , it has been

used successfully in other application areas such as remote

sensing, action detection, and medical diagnosis and imaging.

I plan to extend this study with multimodal data fusion when

sufficient data is available. Motivations for data fusion are

numerous. They include obtaining a more unified picture and

global view of the system at hand; improving decision making;

exploratory research; answering specific questions about the

system, such as identifying common versus distinctive ele-

ments across modalities or time; and in general, extracting

knowledge from data for various purposes. However, despite

the evident potential benefit, and massive work that has already

been done in the field for the knowledge of how to actually

exploit the additional diversity that multiple data sets offer is

still at its very preliminary stages.

V. RESULTS AND DISCUSSIONS

With the selected VGG19 model for each experiment listed

in Table we first conducted the extensive performance tuning

by adjusting multiple parameters including learning rate, batch

size, node size and drop rate. We noted that dropout rate had

only a minimal effect on the model accuracy except at the

highest learning rate of 10−3 and lowest learning rate of 10−6

where a dropout rate of 0.2 proved to be more stable than a

dropout rate of 0.1. For learning rates for 10
−

3 and 10
−4

the dropout rate selection has no discernable effect on model

accuracy. The results of the five experiments are listed in Table

.
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Fig. 4. Experiment results for three image modes.

VI. CONCLUSIONS

We have demonstrated that with current limited and chal-

lenging COVID-19 datasets, VGG19 model could be used

to develop suitable deep learning-based tools for COVID-19

detection. The model is capable of classifying both Pneumo-

nia vs Normal and COVID-19 vs Pneumonia conditions for

multiple imaging modes including X-Ray, Ultrasound, and CT

scan. With very little data curation, we achieved considerable

classification results using VGG19 from all imaging modes.

Perhaps the most interesting observation is that the pretrained

models tuned very effectively for the Ultrasound image sam-

ples, which to the untrained eye appeared noisy and difficult

to interpret.

VGG19 also trained well against the X-Ray image corpus

however, without modified thresholding we found that the pro-

portion of false negatives was concerning but not unexpected

given data quality challenges. Our finding that experiment

1A/2A yielded lower F1 scores and higher false negatives than

experiments 1B/2B was unexpected since the manifestation

of COVID-19 is itself a form of viral pneumonia. This may

indicate that despite our attempts to remove sampling bias

using N-CLAHE pre-processing there may still be systematic

differences in the COVID-19 image datasets that leads the

VGG19 classifier to more easily distinguish the COVID-19

images from the pneumonia images.As a higher quality corpus

of COVID-19 diagnostic image data becomes available, it may

be possible to produce clinically trusted deep learning-based

models for the fast diagnosis of COVID-19 as distinguished

from similar conditions such as pneumonia. Such a tool would

prove invaluable in practice, where other diagnostic tests

for COVID-19 are either unavailable or unreliable. As the

COVID-19 spread progresses throughout remote and econom-

ically challenged locations, an ability to diagnose COVID-

19 from a readily available and portable medical imaging

equipment such as X-Ray and Ultrasound machines would

help slow the spread of the disease and result in a better

medical outcome for the population.
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Abstract - Diabetics has escalated in almost every part of the
globe. Healthy eating is one of the main strategies for controlling
diabetics. It is a common opinion that appropriate modifications
and monitoring of food intake can assist in proper management
of diabetes coupled with weight management as well as the
control of both blood glucose and plasma lipid levels. Intake of
fruits and vegetables at an adequate amount can lead to many
health benefits. But in some cases, like that of diabetic patients,
before consumption we have to make sure if he/she can have that
vegetable or fruit. So here the problem is to clarify and quantify
how the intake of a particular fruit/vegetable affects the patient’s
health, blood glucose level in this scenario. As a solution, we are
proposing “DiabApp”, that will assist diabetics patients to decide
whether to consume this unpacked food (fruits or vegetables) and
give valid reasoning to this suggestion. Even though there are
numerous applications that help diabetics patients in maintaining
diet and exercise, an app that suggests to us which food is good
and which is bad for our health and why are extremely rare. This
can be made possible by creating a hybrid transfer learning
neural network using multiple image recognition pretrained
models.

Keywords: Deep learning, Convolutional neural
network, Hybrid model, Diabetics, Lifestyle diseases.

I.  INTRODUCTION

Diabetes is a chronic, metabolic and
non-communicable disease characterized by elevated levels of
blood glucose (or blood sugar), which leads over time to
serious damage to multiple important organs of the body like
the heart, kidneys, eyes, blood vessels and nerves. Usually in
adults, the most common is type 2 diabetes, which occurs
when the body becomes impervious to insulin or doesn’t
produce enough insulin. In the past few decades, the
commonness of type 2 diabetes has ascended dramatically in
countries of all income levels. Type 1 diabetes, also known as
juvenile diabetes or insulin independent diabetes, is an acute
condition in which the pancreas produces little to no insulin.
Access to affordable diabetes care, such as insulin, is vital for

people with the condition to survive. A global agreement was
made to halt the increase of diabetes and obesity by 2025

Diabetes affects approximately 422 million people
worldwide, the majority of whom live in low- and
middle-income countries, and diabetes is directly responsible
for 1.6 million deaths per year. Over the last few decades, both
the number of cases and the incidence of diabetes have
gradually increased.

A healthy lifestyle characterized by proper diet
control and exercise is essential to control the disease. The aim
of diabetes management is to keep blood sugar levels as close
to normal as possible without causing low blood sugar.
Dietary modifications, exercise, weight loss, and the use of
effective drugs are normally enough to achieve this (insulin,
oral medications). The above-mentioned information itself
shows it is high time to develop an assistive technology for
diabetic patients. Diabapp is such an assistive technology to
patients dealing with diabetes. It will be effective if developed
as a mobile/desktop app. This helps patients to realize the
sugar level content of an unpacked food thus he can decide if
he/she should consume it or not. DiabApp will be a good
addition to the medical sector in order to control many
lifestyle diseases, not just diabetes. Diabapp is a friendly
recommender app, which helps people to know about the valid
assessment of each food item. We are hoping to use datasets
available from Kaggle and for implementation python and
html are preferred

II.  RELATED WORKS

As deep learning is one of the most emerging fields,each
and everyday new innovations are made which help the day to
day life of a common man much easier in various aspects of
life.Different studies are done earlier to incorporate
technologies into one’s life. Let us see such concise studies
done earlier.
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Wilma Mary Thomson, Aswathy
T,Venkateswaramurthy.N[1]presented a study focused on
developing an Android-based cell phone application for
diabetics with various features for disease management.
Methodologies included comprehensive analysis of all
currently available diabetes applications for Android operating
systems was conducted to identify the functionalities needed
in the app, and a questionnaire was used to assess the app's
usability.

Mohammed Asif[2] mentioned Diabetes mellitus, also
known as type-2 diabetes, is one of the world's most serious
non-communicable diseases and one of the fastest-growing
public health issues. It is a difficult to treat and costly disease
to handle. According to estimates, the number of diabetics in
the world would double from its current level. It is shown here
that proper testing, care, and lifestyle changes are necessary.

Myeungee Han and Eunjoo Lee[3] conducted a research.
The aim of this study was to see whether mobile health apps
could help people change their health-related habits and
clinical health outcomes. Despite the high risk of bias, such as
selection, performance, and identification, this systematic
review found that using mobile health apps improves
health-related behaviors and clinical health outcomes.Vidya
Kudva, Keerthana Prasad and Shyamala Guruvare[4]
conducted an in depth analysis of Transfer learning with deep
pre-trained convolutional neural networks which is rapidly
being used in the medical sector to solve a wide range of
problems. Despite having been trained on images from a
completely different domain, these networks are adaptable
enough to solve a problem in a different domain.They looked
at identifying appropriate filters using pre-trained networks
including AlexNet and VGG-16 net to detect cervical cancer
from cervix images in this research.Horea Muresan and Mihai
Oltean [5]specified in their research paper that their aim was
to propose a new dataset of common fruit images. Fruits-360
was the name of the dataset.Inkyu Sa,Zongyuan Ge, Feras
Dayoub, Ben Upcroft, Tristan Perez, and Chris
McCool[6]This paper's aim is to propose a new dataset of
common fruit images. The dataset's name was Fruits-360.
Faster Region-based CNN is a state-of-the-art object detector
developed as a result of recent work in deep neural networks
(Faster R-CNN). They use transfer learning to adapt this
model for the task of fruit detection using imagery from two
modalities: a color (RGB) and NIR information.This method
is not only more accurate, but it is also much faster to
implement for new fruits.

Er-Yang H and Gui-Hua[7] Wen specified that many
image classification models have been successfully developed
using convolutional neural networks, but this requires a large
amount of training data. There is a scarcity of clinical data in
the field of Traditional Chinese Medicine. To address this
problem, they proposed a transfer learning-based method for
constitution classification. The DenseNet-169 model, which
was trained in and ImageNet is applied. Namgyu Ho and
Yoon-Chul Kim[8] stated that since transfer learning is well

suited to medical image data where labeled data is scarce and
costly to acquire, the feasibility of using deep convolutional
neural networks (CNNs) to automatically identify the short
axis slice range was needed to be investigated.Natalie Best,
Jordan Ott &Erik J. Linstead[9]They looked at how transfer
learning could be used to classify software unified modeling
language (UML) diagrams using models that were pre-trained
on non-software engineering data. Even though the pre-trained
model was not exposed to training instances from the
program, our experimental findings indicate that training
responds positively to transfer learning as a function of sample
size.Sakshi Indolia,Anil Kumar Goswami,S.P.Mishra and
Pooja Asopa[10] in their research paper said that that the
Convolutional Neural Network (CNN) is a deep learning
technique for solving complex problems. It gets around the
drawbacks of conventional machine learning methods. The
aim of this research is to provide information and knowledge
about different aspects of CNN. This research presents a
conceptual interpretation of CNN, as well as the three most
popular architectures.Mingyuan Xin and Yong Wang[9] said
for maximum interval minimum classification error, a
groundbreaking depth neural network training criterion was
suggested. To get better results, the cross entropy and M3CE
are measured and combined at the same time. Finally, they put
their proposed M3 CE-CEc to the test on MNIST and
CIFAR-10, two deep learning standard databases.

III.  PROPOSED INNOVATION

Traditional classification algorithms cannot learn the
complicated non linear relationships in image data. Deep
neural network methods for extracting features in images are
not very efficient and accurate. In convolutional neural
network methods, only the training samples provided by us
yields knowledge from scratch to the neural network. So when
it comes to real time application, images may show complex
behaviour which will show a huge difference from those
trained image sets of a model, in such cases, there is a need of
using pretrained models. Big companies like Google and
Facebook have trained image recognition models for their
large scale general requirements. Pretrained models are
actually big data models. Thus these models contain the
shapes and features of a huge variety of items within it. If we
try to use these shapes and features learned within pretrained
models, from input later to intermediate layers, we can
connect it to our particular task for classes. Each pretrained
model performs different tasks. Traditional methods like CNN
and deep learning play a substantial role in building up hybrid
models. Hidden or custom layers introduced in between each
layer helps in combining various features and fine tune these
layers to create the shapes in our training data. Thus only
knowledge can be extracted from these models and can be
trained for our purpose. This will provide us a model
mimicking a hugely trained model in the same task.

2021 Recent Trends in Advanced Computing Technologies 

ISBN: 978-93-5473-994-1 RTACT'21
138



IV.  UNITS

In the proposed methodology, the system is divided into
six different modules. In the first module a dataset with a
considerable amount of fruits and vegetable images will be
generated. It is then partitioned into training, testing and
validation data. From which training and validation data will
undergo data augmentation in the second module. A hybrid
model is designed in module three, where the model is trained
and optimized. In the next module, the testing data is used for
evaluating the model to obtain results as well as performance
of the proposed model. Model deployment is what comes in
the next module followed by the creation of a real time
prediction webapp

Unit 1: Dataset Generation and Partitioning

First of all, a dataset with a considerable amount of
fruits and vegetable images will be generated.Here the dataset
used is Fruit 360. The dataset can be extended to contain
double the number of subjects. For the purpose of matching
images, these data will be stored into the database. Generated
dataset will be partitioned into training data, testing data and
validation data.

The training data is a compilation of data used to
teach a programme how to learn and generate sophisticated
results using technologies such as neural networks. Data
testing is used to assess the model's success using a
performance metric. A validation dataset is a sample of data
from your model's training that is used to estimate model
ability when tuning the model's hyperparameters.

Unit 2: Data Preprocessing

Synthetic images can be generated by augmenting
data. Applying random, but practical transformations to the
training images, such as rotation and horizontal flipping, to
artificially introduce sample diversity.. This helps to expose
the model to different aspects of the training data and reduce
overfitting. For our model to pass through all of our training
data one time in each epoch, steps per epoch equal to a
number of batches is provided.

Unit 3: Designing Model Architecture

A hybrid model of architectures like VGG, GoogLeNet
and ResNet50 will be used for fruit/vegetable image
classification and recognition. Pretrained models from the
Keras Applications have the benefit of allowing you to make
predictions with weights that have already been measured. We
use Imagenet weights in this case, and the network is a
ResNet50. GlobalAveragePooling2D is used to apply average
pooling on the spatial dimensions until each spatial dimension
is one, and leaves other dimensions unchanged. One of the
most used image-recognition architectures, VGG is a

cutting-edge object-recognition model of up to 19 layers.
VGG, which was built as a deep CNN, outperforms baselines
on a variety of tasks. Loss of a model is the deviation of
expected performance from the desired outcome. It can be
minimised and the model made more effective using
optimization techniques. During compilation of the
model,since there are two classes, a binary cross-entropy loss
is used given that the model provides a linear output.
Optimizer used is Adam, which is the deep learning model
training algorithm that replaces stochastic gradient descent.
Weights in various layers of the neural network are modified
during optimization, and the model will be trained again for
better performance. The model's hyperparameters and trained
parameters are obtained after training is completed.

Unit 4: Model Training and Performance Evaluation

In this unit, model training is done by saving the model
in each epoch. Here the best weights are taken up for training
the model after the entire set of epochs have completed.This
helps in increasing the accuracy of the current model.After
each epoch the accuracy is being calculated and if the accuray
have not increased, the learning rate should be reduced. The
validation loss is being calculated to know if there is any
betterment after each epoch. After this, the performance
evaluation is carried out by checking the training and
validation loss and making sure that the model is not
overfitted.

Unit 5: Model Deployment

In this unit, the created model that is the trained
model is saved as a file since otherwise it would be time
taking as we have to train this model each time when it comes
to use and also helps in easier predictions. So this trained
knowledge is saved as an .h file where .h file is commonly
used to save codes and import them whenever needed.

Unit 6: WebApp Creation

Finally, In this module, Webapp creation is done
which is a real time prediction. In order for the users to access
its usage, a webapp is built which helps customers to know
how the fruit or vegetable they intend to buy/eat will affect
their blood glucose level and if the customer is willing to input
their latest data of blood glucose level, the app will provide
with a suggestion about the intake of that particular
fruit/vegetable.

V. RESULTS AND DISCUSSION

The trained network for generation of realistic images
from datasets was tested on a number of times. By using
hybrid models we perform both classification and prediction.
The model was also viewed to perform reasonably well on

2021 Recent Trends in Advanced Computing Technologies 

ISBN: 978-93-5473-994-1 RTACT'21
139



images with varying stance, illumination, etc. These captured
images undergo image recognition using a transfer learning
approach from a pre-trained convolutional neural network
which is already trained with a large number of images for
recognition. The model could recognize the image from the
captured realistic photo and it has a better performance then
the existing methods.

The major application of this system is the help
provided to the users who are diabetic. The system can be
integrated into a desktop with camera connectivity in grocery
stores or supermarkets systems to identify fruits/vegetables
from real time visuals. Or in a more convenient way, it can be
developed as a mobile/web app. It can be used for knowing
more about the fruit/vegetable the user does not know about.
In future, this system can be implemented in real time
scenarios integrated with IoT devices, to manage diets of
many people with non communicable diseases.

VI. CONCLUSION

An efficient system for fruit recognition and
recommendation is proposed here. Existing methods do not
provide satisfactory results in such classification and
recommendation tasks. Current practices include health
benefits information of each fruit and vegetable which help
users to get tips about controlling their diet and tips that help
in maintaining a healthy lifestyle. But there are only a few
sites which provide sugar level contents. Thus, a new system
is essential to ease the task and which will be helpful for all
diabetics patients, young as well as older generations. With
help of various pretrained models and with the usage of
transfer learning and fine tuning, images are easily classified
and results are provided with the hybrid model we proposed.
The future scope of this system is that it can be implemented
not only for diabetics but for almost all non-communicable
lifestyle diseases such as cholesterol, increase in sodium level
and so on. The introduction of such apps will help many in the
medical field as well helping patients to know better about the
unpacked food items that they should consume. Most people
think in such a way that consuming fruits and vegetables at a
high rate does not have any effects on their body, but with the
development of this app people can be made aware about what
quantity of such food should be consumed and how it may
affect them.
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Abstract—In recent times the personal and protected
health information of patients and other sensitive data are
being exposed online without the knowledge of covered
entities which is nearly intolerable for them. Here the goal
of this design is to provide a low cost, portable and efficient
mechanism to provide security to the patient’s credentials
along with a well potent health monitoring system. It
provides privacy and secure transmissions through AES
algorithm and access control mechanism algorithms. IoT
sensors are used here in-order to collect various data and
transmit it to the network. The transmitted data is then
stored in the cloud and this data can be monitored by the
doctor at any time to provide remarks or even medical
attention to the patient’s in real time. This idea mainly
focuses on those who are elderly and have disabilities and
are not able to look after themselves. A GSM module is
provided over this mechanism to provide an alert message
in case of emergency situations.

Index Terms—IoT, AES algorithm, Access Control Mech-
anism algorithm, Sensors.

I. INTRODUCTION

The Internet of Things (IoT) has been established over

the past few years. These technologies lead our life to

interact with the sensors/devices of the world and help to

collect smart data from them to make our life so easy and

convenient. They are widely used in various areas like

smart home monitoring, smart cities, smart healthcare

systems etc.

In healthcare applications, IoT devices are introduced

to patients. Their health information is collected from

devices and these data are stored for future references.

Identify applicable funding agency here. If none, delete this.

IoT in E-medicine uses the emerging technologies to pro-

vide immediate treatment to the patient. It also monitors

and keeps track of the health record of a person [1]. IoT

performs various computations on the collected data and

provides health related advice.

Various diseases like Lung failures and heart related

diseases are increasing day by day. It is necessary to

check the health of elderly people as well people with

disabilities at home or at hospitals. But it requires

constant observation of Doctors and caretakers[7]. Cyber

security and healthcare providers have been struggling

hard to secure each and every sensor/device in the IoT

network with the integrity of its data because safety

and comfort of patients’ everyday health relies on this

data collection; this data is greatly affected by cyber

threats/attacks. Thus, patients’ privacy sensitive data

can also be affected. various solutions offer security to

patients’ health monitoring data but they often fail to deal

with complicated attacks. Thus, IoT devices are made

for remote health monitoring in the healthcare sector in

order to keep patients safe and healthy, and it also helps

the medical practitioner to deliver sudden care to the

patients[8]. As a result, it increased patient satisfaction,

as interactions with doctors have become easier and more

efficient. Also, remote health monitoring of patients

helps to reduce the visit to the hospital and keeps track

of patient health records. It also reduced healthcare costs

and improved treatment outcomes[9][10]. However, the

IoT paradigm still requires various efficient solutions to

protect patient credentials against cyber threats/attacks
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throughout the way from the IoT sensors toward the

healthcare provider. Thus, in this paper we contribute

to the protection of IoT-based healthcare data as well as

a health monitoring system is provided in order to collect

data from the patients and transfer it to the doctors in

an ease.

II. RELATED WORK

In this section we shall discuss some cyber threats and

their related solutions. We mainly focus on IoT based

hardware modules implemented over some sophisticated

mechanisms of cyber security. We have included some

in this section.

A wireless device which was developed by Kovuru

Chandu Chowdary [1] is used for calculating oxygen

saturation, pulse rate, temperature and blood pressure.

The fingerprint sensor is attached to the microcontroller

to allow access only to the concerned physician. The

goal of this paper was to design a low cost, portable

monitoring system consisting of different sensors incor-

porated for measuring physical parameters of patients as

well as wireless transmission of data.

Ashwini Gutte and Ramkrishna Vadali[2] states that

with the help of IoT’s it has certain features and it helps

to keep the necessary details and reports of a patient

organized and available to all actors in the system. IoT

devices like power sensors are used to gather data from

patients and these data are displayed using LCD and are

stored on any of the personal computers. It is also stored

on the cloud thus, any actor in the system can refer to

it.

Taniya Shirely Stalin1, Abey Abraham suggested a

system where its goal is to design and implement a low

cost, portable effective patient health monitoring system

[3]. It can transmit the vital signs of a patient in case

of emergency situation continuously through a wireless

communication network system. IoT networks have vari-

ous potentialities which can be used to monitor the health

of a patient by examining the collected data regularly. It

ensures privacy and also offers secure communication

using Data security Algorithm. There are enormous

security concerns with patient health monitoring sensors

in IoT. These concerns are realized by advanced security

and privacy attacks which includes data breaching, data

integrity etc.

Hai Tao, Md Zakirul Alam Bhuiyan, Ahmed N. Ab-

dalla, Mohammad Mehedi Hassan, Jasni Mohamad Zain,

and Thaier Hayajneh[4] proposed a secure data col-

lection scheme for IoT-based healthcare system named

Secure Data which aims to tackle security concerns.

The performance of Secure Data is substantiated through

simulations with FPGA in terms of hardware frequency

rate, energy cost, and computation time and the results

show that Secure Data can be efficient when put in

application with protecting security risks in IoT-based

healthcare.

Entao Luo; Md Zakirul Alam Bhuiyan[5] proposed

a system for patient privacy protected data collection,

with the objective of preventing various types of attacks.

Privacy Protector includes the plan of secret sharing

and share repairing for patients’ data privacy. In this

chassis, a distributed database consisting of multiple

cloud servers ensures the privacy of patients’ personal

data can remain protected as long as one of the servers

remains determined. It also presents a patient access

control scheme in which multiple cloud servers coop-

erate in shared construction to offer patients’ data to

healthcare providers without disclosing the content of the

data. The privacy performance analysis has shown that

the Privacy Protector framework is secure and privacy-

protected against various types of attacks.

H. Al-Hamadi and I. Chen[6], here work is concerned

with a health IoT system consisting of different IoT

devices carried by members of an environmental health

community. It proposes a novel trust-based decision

making protocol that uses trust-based information shar-

ing among the health IoT devices, so that a collective

knowledge base can be built to rate the environment at

a particular location and time. This knowledge would

enable an IoT device acting in favor of its user to decide

whether or not it should visit this place/environment

for health reasons. This trust-based health IoT protocol

considers risk classification, reliability trust, and loss

of health probability as three design dimensions for

decision making, resulting in a protocol suitable for

decision making in health IoT systems.

III. PROPOSED SYSTEM

The system consists of a hardware section and a soft-

ware section. The health parameters are obtained through

the wearable sensors provided at the hardware section

and the required data is pushed to the cloud using a

gateway system. The pushed data can be accessed by the

healthcare provider like doctors using the interface pro-

vided and take the necessary actions through analysing

and prescribing the requirements for the patients. The

block diagram of the proposed architecture is shown in

fig 1.

A. Hardware Section

The patient is monitored wirelessly using sensors.

Health data of patient’s are collected using various health

2
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Fig. 1. Block diagram of the proposed health monitoring system

parameters like temperature, Heart rate, ECG parameters

using wearable sensors[12]. Here we use three different

types of sensors.

• Temperature Sensor

The temperature sensor is used to measure the body

temperature of a person. The sensing element is

composed of multiple thermocouples on a silicon

chip to measure an object’s infrared energy. TE

packages and customizes thermopiles in various

package sizes and with different wire lengths to

accommodate customer needs[11].

• Heart rate Sensor

Heart rate sensor is an electronic device that is

used to measure the heart rate i.e., speed of the

heartbeat.The heartbeat is measured in beats per

minute or bpm, which indicates the number of

times the heart is contracting or expanding in a

minute.The principle behind the working of the

Heartbeat Sensor is Photoplethysmograph[13]. Ac-

cording to this principle, the changes in the volume

of blood in an organ is measured by the changes in

the intensity of the light passing through that organ.

• ECG Sensor

Electrocardiogram (ECG) is a used to detects car-

diac (heart) abnormalities by measuring the elec-

trical activity generated by the heart as it con-

tracts[15].This allows us to understand the level of

physiological arousal that someone is experiencing,

but it can also be used to better understand some-

one’s psychological state.

The collected data from various sensors are in-

terfaced to Raspberry PI4. The data collected by

sensors are in the form of analog signals which

should be converted into digital signals using an

Analog to Digital Converter (ADC)[14]. The data

collected are transferred to the Doctor via the Wi-

Fi module. A GSM module is attached with the

raspberry PI.

• GSM Module

GSM detects the critical condition and provide an

alert message to the receiver unit. The receiver can

3
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view data and the message regarding the patient’s

health status through internet connectivity in the

system or mobile. The objective of GSM module

is to provide mobile healthcare for patients. This

system will reduce the time and it is easy to use. It is

also used for self-monitoring the patients anywhere

at any time. If it exceeds the condition, immediately

send the information to the doctor’s mobile phone

or relatives via SMS using GSM modem and the

doctor sends back the precaution notification to

them. For emergency situations, the alert messages

are sent to the ambulance with the help of a GSM

module. So that user will be aware of their health

and can take care accordingly. GSM works on

UART protocol and it passes AT commands when

the threshold value from the sensor increases or

decreases. When the AT commands are passed,

GSM will get activated.

B. Software Section

In this section we will discuss about the cloud server

and User Interface. The data from the Raspberry PI are

pushed towards the cloud using an API gateway. The

working of Raspberry PI is shown in fig 2. Cloud server

serves two functions, Database storage and hosting. The

data collected from the sensors are encrypted using AES

algorithm and data hashing for providing the patient’s

credential security when they are passed to the cloud and

decrypted when they are retrieved from it. For pushing

to the cloud server we use MQTT protocol and the users

have to log into the webpage for accessing the site.

Through Role Based Access Control (RBAC) mecha-

nism the data stored in the cloud can be retrieved by the

user. The roles are already described accordingly and

are checked with the user and privileges according to

them are provided. A user can enter the website through

Fig. 2. Block diagram for working of Raspberry PI

user credentials already created and the provided access

control mechanism checks the permissions to provide.

Here the main roles provided are the Doctors, hospital

management and patient. A doctor can add read and

write assessments about the patient’s health along with

the prescriptions. The Hospital Management is able to

add and remove the user accordingly and the patient or

the patient’s caretaker can access the information that is

provided by the doctors.

Doctors can access the data stored in the cloud through

a provided webpage. By analyzing the data obtained the

doctors can provide prescriptions and required informa-

tion to the caretakers of the patient thus a mutual com-

munication and monitoring of the healthcare providers

get involved without frequent visits to the hospital.

C. RBAC Algorithm

Algorithm 1 Access decision for Role Based Access

Control(RBAC) mechanism

Input: A UA context in RBAC (KU,R).
A PA context in RBAC (KR,DXP )).
User (Usr) in U, the role (Rle) in R and permission

(Perm) to access the data object (Obj) in (D×P).

Output: Access decision(access): permit or deny.

1) For each Ut1 ∈ KU ,R
2) If(Ut1 == Usr)then
3) For each Rt2 ∈ KU ,R do

4) If (Rt2 == Rle)then
5) UAt1t2 ⇐ KU ,R (Ut1, Rt2).
6) EndIf

7) If(UAt1t2 == 1)then
8) Ractive

⇐ Rt2

9) Else

10) access ⇐ deny

11) EndIf

12) EndFor

13) EndIf

4
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14) EndFor

15) For (each (D × P )t3 ∈

KR,( D×P )(Ractive, (D × P ))do
16) If ((D × P )t3 == (Obj × Perm)then
17) st ⇐ KR,( D×P )(Ractive, (D × P )t3)
18) EndIf

19) EndFor

20) If((st == 1)
21) access ⇐ permit

22) Else

23) access ⇐ deny

24) EndIf

25) Return access

The above algorithm defines the Role based access

control mechanism. Here UA context refers to the role

of the user and it checks what is the role of the user. PA

context checks that what permission does the user has.

When a user enters, it checks whether the user is in the

database or not. If it exists it checks the role of the user.

Roles are assigned as per fig 3. For example, if the user

is a doctor then the role of the user will be doctor. After

this is checked, it checks what permissions are given to

the user and this particular user can access only certain

fields in the database. The output of the algorithm is an

access decision i.e., permit or deny.

Fig. 3. Role Based Access Control

THEORETICAL ANALYSIS

In this section we evaluate the proposed e-health

monitoring system to the existing SecureData model. We

use a more sophisticated mechanism in our system to

make it more secure and thus leading to low percentage

of data leakage. The traditional models use the DES

algorithm for data encryption and here we implement

the AES algorithm which is far more secure and provides

better encryption for the data. The data that is pushed

to the server is actually passed through a secure channel

which is provided by the use of data hashing and MQTT

protocol. This also enhances the data security. Thus we

are able to prevent data breach at any level and the

patient’s credentials are safe within the system. On top

of that we have implemented a well established access

control mechanism in our system to provide priorities

to the users who are interacting with the system. A

Role based access control mechanism is used here with

specific instructions which are set by default so that

no manipulation is done from within the system and

the Admin has the authority to remove if found any.

These modifications provide a greater upper hand to our

proposed system over the traditional ones.

IMPLEMENTATION RESULT

Here is the UI of the home page that the user

gets when he/she logs into the system. This particular

one consists of several features like Department Doctor

patient and appointments. Each dashboard is suitably

assigned for specific actions that could help the user to

have a much interactive yet simple experience with the

developed system

Here we have the Doctors tab. We have the list of

available doctors listed one by one along with their

corresponding department and contact information for

selecting them and making an appointment with them.

And actions are taken accordingly

This right here is the department tab where various

departments that are enlisted in the site are listed down

and the user can easily check through them with ease

5
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CONCLUSION

Here we provide a new architecture of IoT based

Health monitoring system along with secure channel,

data security for the patient’s credentials and access

control mechanism. This system will be more useful for

bedridden and aged patients. This system sensed data

through the sensors and is pushed to the cloud where

the doctors are able to access them for further analysis.

Alerts are provided to the caretakers and other provided

contacts though the GSM module when the monitored

health data become fatal for the patient. The channel

for carrying the information is secured using the AES

and further data security is provided using Role Based

Access Control (RBAC) mechanism. This system is self-

monitoring and efficient and provides a secure frequent

checking on a patient’s health by the communication

between the caretaker and the doctor.
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Abstract: Plants are an indispensable part of our 
ecosystem and globally it has a long history of 
using plants as a source of medicines. In ancient 
year people known about their plant’s species 
and their usages. But now a day’s people have no 
knowledge about the plant species and their 
harmful and usages. So, detection of ayurvedic 
plant is major benefits in this world. Different 
kind of medicinal plant species are available on 
earth, but it is very difficult to identify the plant. 
This paper explores survey of various ayurvedic 
leaves recognition using different classification 
methods.  In this first leaf image is captured and 
uploaded to the system where this image is 
compared with another image which is stored in 
the database. Comparison is taken place with the 
help of algorithms. This paper presents not only 
survey of various techniques but also concisely 
discusses important concepts of image 
processing and classification algorithms for the 
detection of ayurvedic plant. The main objective 
of the survey is to identify the various 
classification techniques and recognition of leaf 
by various feature extraction methods. 

Keywords: Classification, Feature Extraction, 
Medicinal plants   

    

1. INTRODUCTION   

Plants are the key factor for the survival of life 
on earth. One of the most important tasks of 
scientists, identify the correct plant species. 
Because plants have important have an 
important role in the nature of life. Oxygen in the 

air is major role in life. Almost all oxygen in the 
air that breathe by the humans and animals is 
produced by plants. Without the plants is 
difficult to existence of life in the world.    

All the traditional Indian medical systems 
namely Ayurvedic, siddha etc are use medicinal 
plants.  Most types of plants have unique leaves 
that are different from each other based on the 
number of characters, such as colour, shape, 
texture and vein [6]. In the world there are lot of 
plant species, some of them are medicinal plants, 
others are existents and others are harmful to use. 
Leaves are most commonly used for the plant 
identification, the stem, flowers, petals, seeds 
and even the whole plant can be used in an 
automated process [6]. Medicinal plants are the 
backbone of system of medicines called 
Ayurveda and it is useful for treatment of certain 
chronic diseases.  

Ayurveda is considered as a form of 
alternative to allopathic medicines in the world 
and this Indian system of medicine has rich 
history. The ethnic groups of people in India 
classify plants according to their medicinal 
values. Identification of medicinal plants is 
considered as an important activity in the 
preparation of herbal medicines. The 
identification of ayurvedic plants based on the 
leaf images. It is very useful to many areas such 
as forestry, physicians, pharmaceutical 
laboratories and even used in the medicinal 
areas. Now a days the ayurvedic plants have 
important role in the medicines field.   
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The main aim of this paper is to survey on 
various feature extraction methods and 
classification of the leaf Images and their 
accuracy. The paper detection of ayurvedic 
plants based on the leaf images. Mainly four 
stages or phases are used for detection, they are 
acquisition, pre-processing, feature extraction 
and classification. Image acquisition are 
collection of datasets based on the species and 
pre-processing is used to remove the noise from 
the images and enhanced the image quality. 
Feature extraction is to extract the features from 
the leaf images 

11. RELATED WORK   

Researchers have tried many methodologies to 
extract the features and identify the plant species 
automatically. Most of these methods make use 
of combination of many parameters. Figure 1 
illustrates the general framework of the 
Ayurvedic leaf identification system. Identify 
the ayurvedic plant from the given leaf images 
are described below:   

1. Foremost step in the plant classification 
is acquisition. Image acquisition is the 
collection of plant species from different 
areas. Leaf image is captured in a digital 
camera or phone and it is termed as an 
input Image. Different categories of 
images are used for detection, they are 
real image. 

2. Then the input images are pre-processed 
to enhanced the important features. Pre-
processing the images is an important 
step as it increases the probability of 
getting desired output in the future steps 
of image processing [3]. The pre-
processing removes the noise or 
unwanted things from the image and 
enhance the images for better accuracy. 

Enhancing process includes the image is 
converted into Gray scale, image 
segmentation, smoothing, thresholding, 
boundary extraction. The objective of 
image pre-processing is to improvement 
in getting image information so that it 
can suppress unwanted information and 
enhancing the relevant image features for 
further processing.   

Figure 1 illustrate the pre-processing 
stages of leaf image.   

   
 

 
 

 

3. The Image processing techniques are 
used for extracting the features from the 
images. The values of the extracted 
features represent the information of the 
image. The features that are extracted 
from the images are Shape, colour, vein 
and texture, margin. Each leaf has unique 
features that makes it different from each 
other.   
 

4. In the next process, the significant 
attributes are drawn and mapped by the 
image in the database. The input image is 
classified to the plant whose leaf image 
comprises most extreme match score 
using some matching algorithm from 
which the information about the input 
image is obtained.   
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Fig 2: Block Diagram of Ayurvedic plant Prediction   

 

111. SURVEY ON EXISTING              

METHODOLOGIES 

 

Abdul Kadir, Adhi Susanto [1] “Leaf 
Classification Using Shape, Colour, and Texture 
Features”. The system proposed the 
classification of leaves. The classification can do 
through the feature extraction. Several features 
are extracted from the leaves. The shape and 
vein, colour, and texture features were 
incorporated to classify a leaf. In shape feature, 
there are two kinds of shape features used in the 
identification system are geometric features and 
Fourier descriptors of PFT such as slimness and 
roundness. Colour moments represent colour 
features to characterize a colour image.    
The features extracted are mean, standard 
deviation, skewness, and kurtosis. For RGB 
colour space, the three features are extracted 
from each plane R, G, and B. Vein features can 
be extracted by using morphological opening. 
That operation is performed on the Gray scale 
image with flat, disk-shaped structuring element 

of radius and subtracted remained image by the 
margin. At last is texture feature and feature 
normalization method are used. Twelve textures 
features are extracted from lacunarity.    
After the feature extraction, apply classification 
method. The neural network called Probabilistic 
Neural network (PNN) was used as a classifier. 
The 40 kinds of plant leaves used to classify. The 
dataset used as Flavia dataset. Based on the 
dataset, 40 plants per species were used to train 
the network, and 10 plants per species were used 
to test performance of the system.  The result 
gives 94% of accuracy.   
 

Esraa Elhariri, Nashwa El-Bendary [2] 
“Plant Classification System based on Leaf 
Features”. The method to classification 
approach based on Random Forests (RF) and 
Linear Discriminant Analysis (LDA) algorithms 
for classifying the different types of plant. The 
proposed approach consists of three phases that 
are pre-processing, feature extraction, and 
classification phases.  

The colour features extracted from the leaves are 
mean, standard deviation, skewness and 
kurtosis. Then the vein feature, Leaf vein is one 
of the most basic features for leaf 
characterization and classification. This is 
because, different types of plants have different 
leaf vein patterns. So, it can be considered as a 
differentiating factor between different plant 
type. The shape feature is extracted based on 
geometric features, they are eccentricity, 
solidity, aspect ratio, isoperimetric factor, 
elongation, stochastic convexity, maximal 
indentation depth, lobedness. Texture features 
refer to the information describes the 
arrangement of pixels in any pattern. The first 
order texture features are average intensity, 
average contrast, smoothness, uniformity, 
entropy. Then also used second order texture 
features are angular moment, contrast, 
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correlation, entropy, variance, homogeneity, 
cluster shape, prominence.    

After the feature extraction, classification 
processes are occurred. Two approaches are used 
for classification, first one is Random Forests 
(RF). The Random Forests (RF) is one of the 
best-known classifications and regression 
techniques, which has the ability to classify large 
dataset with excellent accuracy. Random Forests 
algorithm generates an ensemble of decision 
trees. The input is entered at the top and as it 
traverses down the tree, the original data is 
sampled in random, but with replacement into 
smaller and smaller sets.   
The next method is Linear Discriminant 
Analysis (LDA) algorithms. The is a commonly 
used technique for data classification and 
dimensionality reduction. Linear Discriminant 
Analysis easily handles the case where the 
within class frequencies are unequal and their 
performances has been examined on randomly 
generated test data. Its basic idea is to find a 
linear transformation that best discriminate 
among classes, then classification can be 
performed in transformed space based on some 
metrics such as Euclidean distance.    
The dataset of total 340 images for leaves of 
different plants for both training and testing 
datasets with l0-fold cross-validation. 
Experimental results showed that LDA achieved 
classification accuracy of (92.65 %) against the 
RF that achieved accuracy of (88.82 %) with 
combination of shape, first order texture, Gray 
Level Co-occurrence Matrix (GLCM), HSV 
colour moments, and vein features.   
 

Pushpa BR, Anand C and Mithum 
Nambiar P [3] “Ayurvedic Plant species 
Recognition using statistical parameters on leaf 
images”. This paper proposes a simple and 
efficient methodology for Ayurvedic plant 
classification using digital image processing and 
machine vision technology. The three major 
phases in proposed methodology are pre-

processing, feature extraction and classification. 
Pre-processing is done in order to highlight the 
relevant features and reduced the unwanted 
noise from the images. The first set is image 
acquisition, in this paper defined clearly about 
the acquisition section. Image acquisition means 
collection dataset from different areas. It 
contains 208 leaf images of 26 different species 
and that are different angles and orientation 
images.    
Then the next is pre-processing, it contains rgb 
to gray scale conversion, gray to binary, then 
apply smoothing and filtering. After that feature 
extraction processes is used. Arithmetic mean, 
standard deviation, convex hull ratio, 
isoperimetric quotient, eccentricity, entropy 
features are extracted. Then the classification is 
applied. The algorithm yields 92.7% of accuracy 
to get.   
 

Adams Begue, Venitha Kowlessur [5] 
“Automatic Recognition of Medicinal Plants 
using Machine Learning Techniques”. A fully 
automated method for the recognition of 
medicinal plants using computer vision and 
machine learning techniques has been presented.  
Leaves from 24 different medicinal plant species 
were collected and photographed using a 
smartphone in a laboratory setting. A large 
number of features were extracted from each leaf 
such as its length, width, perimeter, area, number 
of vertices, colour, perimeter and area of hull. 
Several derived features were then computed 
from these attributes.    
In this work the dataset is collected using the 
smart phones. The 30 images of different leaves 
were taken from 24 different plant species. The 
petiole of each leaf was removed and then placed 
one by one on a sheet of white paper before being 
photographed. The size of each image was 
1024x600 pixels. The images are stored in the 
jpeg format.   
Then used automatic pre-processing steps. They 
are converts rgb to gray scale, gray to binary, 
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apply thresholding, erosion and dilation 
operation are used. There are number of features 
where extracted: length, width, area of the 
bounding box, area of leaf, perimeter of leaf, hull 
area, hull perimeter, number of vertices, 
horizontal & vertical distance maps, 45o radial 
map and the original RGB values of each pixel.   
There are 12 features were extracted from the 
dataset. The random Forest algorithm are used 
for classification. The accuracy of 90.1% was 
obtained from the random forest classifier.   

   

1V. OBSERVATION   

From this survey, I recommended a Probabilistic 
neural network classifier, to get more accuracy 
when compare to other classifiers. This help to 
identify the exact name of medical leaf and 
reduce searching delay. In the feature Extraction 
phase, more feature is extracted from dataset, we 
get more accuracy. And also, the dataset is 
important think in the accuracy detection. The 
dataset number is increased or the leaf images 
are high, we get the accurate and high accuracy.   
 
Figure 3 show the comparison table of different algorithm 
corresponding to their accuracy 

 
 
 
Figure 4 illustrate the simple image processing   
 

 
 

  
Figure 5 illustrate the classification of leave image   

 

 
 
 

V. CONCLUSION   

 

In this survey, we have discussed a brief 
overview of different medicinal leaf 
classification methods and recognition of plant 
species. We have also analysed in many ways, 
for the classification and recognition dataset. In 
this paper various techniques for leaf 
identification have studied and explained. The 
study shows that the research for identification 
of Ayurvedic plant. Among all the five papers, 
Abdul Kadir, Adhi Susanto [1] gives the 
maximum accuracy in identifying the ayurvedic 
plant. Our future work with be focused on more 
efficient algorithm and collection of more 
dataset.    

CLASSIFICATION   ACURRACY   

  Neural Network                          94%   

   LDA                          88%   

  Machine Vision                           92.7%   

 Support Vector     
machine    

                        93%   

  Random Forest                            90%   
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Abstract——The IoT and robotics communities are coming
together to create The Internet of Robotic Things (IoRT).
The IoT is a network of things that are connected to the
internet, including IoT devices and IoT-enabled physical assets
ranging from consumer devices to sensor-equipped connected
technology. With the advancements of robotic technologies, the
medical environments are adopting more and more aspects of
automation to enhance the services in hospitals. In pandemic
conditions such as COVID 19, direct contact with patients
may result in the spreading of disease. Hence the health
community finds difficulty in distributing medicines. Here
we are going to specify the design and development of an
automatic guided vehicle for hospital applications, which can be
controlled remotely.It has infrared sensors at the bottom for
path identification and an ultrasonic sensor held in front of
the vehicle for obstacle detection. It collects medicines from
the nurse’s station and follows the path provided to reach
the supply point, which is the patient’s bed. The sensors
provided will detect the bed and opens the corresponding box
of medicine. In addition to this, it helps in real-time monitoring
of patient’s parameters such as temperature, pulse rate, etc.
and sends information to the doctor through the internet.

Keywords—Arduino Microcontroller, robotics, sensors

I. INTRODUCTION

Technology is evolving day by day. As the population

increases, the need for automation in the health care sector

is essential. Hence hospitals adopt novel ways to increase

productivity and efficiency without investing more in human

resources. On handling pandemic conditions such as COVID

19, the lives of health workers are in grave danger. Nurses

and associated workers in the hospital are in fear of get-

ting diseases while working in isolation wards. Therefore

the development of an automatic guided vehicle (AGV)

is important for doing hospital functions like the supply

of medicines, patient monitoring, and waste management.

The noticeable development in the field of power electronic

converters and electric drives enhances the growth of AGV.

With the advancements of robotic technologies, the medical

environments are adopting more and more aspects of au-

tomation to enhance the services in hospitals. In pandemic

conditions such as COVID 19, direct contact with patients

may result in the spreading of disease. Hence the health

community finds difficulty in distributing medicines and

disposal of waste. Many hospitals already adopted some

methods for automation, such as conveyors for moving

medicines from one place to another. But the automatic

guided vehicle is a more reliable system that can be adopted

over other automation systems. By using advanced technolo-

gies in locomotion and interfaces which ease the handling

of the vehicle leads to transplant AGV, which is familiar

in the manufacturing sector to hospital environments. This

prototype includes an automatic guided vehicle for carrying

medicines, real-time monitoring of patient’s parameters such

as temperature, pulse rate, etc. and sends information to

the doctor through the internet, automatic sanitizer, mask

disposal and waste management. It helps in cost reduction,

better efficiency, proper waste disposal, and reduction of

time. Now the hospital is becoming a 4.0 facility, hence

the automatic guided vehicle will performing a frequently

important part to guarantee excellent performance

II. RELATED WORKS

The research paper ”Automated Guided Vehicle Design

Methodology - A Review” is focused on design method in

the AGV. Material handling is a key task and a non-value

added an activity for the growth of a company. In order

to make material handling smoother and stable, use a fully

automated guided vehicle (AGV) as it reduces the human

efforts, improve the customer services as well as increase the

efficiency and the productivity along with the reduction in

time. AGV design methods, monitoring, Controlling along

with focus on the different design methodology used for

AGV designing. Material handling is nothing but moving

materials within short distances in a storage area. AGV is

the effective and the best option for material handling. AGV

automated guided vehicle is a smart vehicle designed and

built with lots of features used in industrial application for

transportation purpose, delivering the raw material, it is also

known as a system without driver. Because of their user

friendly nature and affordable price AGV are becoming more
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popular. Industries currently using AGVs are manufacturing,

automotive, warehouses, hospitals, chemical industries, and

assembly line for different applica- tions. AGV consists of

lots of subsystems such as navigation system, drive system,

control system, safety system, hooking system, traffic man-

agement system, communication system. Most important

and part of AGV is the navigation method which shows

movement of AGV around provided place and it also shows

the exact position of the automated vehicle. There is lots

of navigation system available, previously navigation was

done on the magnetic tape, color, spot, and wire but now

days with development in technology using optical, laser

or natural navigation is increased. AGV are said to be

intelligent transportation as it deliver the material at right

place within right time. It does not have any adverse effect

on environment and safe to use. Natural navigation focus

on using a laser navigation sensor to in deep lanes, etc. It

is mainly used for trailers loading and unloading. This way,

the trailers need not to be changed to allow the vehicles to

navigate within them.

The article ”Implementation of Automated Guided Ve-

hicle System in Healthcare Facility” deals with the use of

automated guided vehicle (AGV) system in the hospital.

Automatic Guided Vehicles (AGV) or self-guided vehicles

(SGV), have been widely used in material handling for

decades. In these days, the demand for mobile robots and

their use in hospitals has increased due to changes in

demographic trends and medical cost control. For healthcare

facilities, these automated systems are designed specifically

for handling bulk material, pharmacy medicines, labora-

tories samples, central supply and transportation of food,

dirty dishes, bed laundry, waste (biological, recyclable),

biomedical instruments etc. Operating efficiency is gained

by automating these supplies, which allows the transfer of

human resources to other departments or activities. Au-

tomated systems are working 24 hours a day, 7 days a

week. Automated solution can streamline traffic flow of

material in the hospital, control costs, reduce workload.

Hospital operating installation have to fulfil some important

requirements, such as Safety and clinical quality, Effective

technology utilization, information and patient management

etc. These requirements and the use of modern logistics sys-

tems significantly affects the operation of the entire facility

and its economy, improves the quality of patient care and

increases their safety. In the case study, they designed AGV

cart and transport methods for inpatient ward of healthcare

facility. The economic assessment then pointed out that the

AGV technology is currently not cheap and is affordable

only for bigger facilities managing in profit. Proper and ef-

fective implementation for a given type of healthcare facility

depends on many factors and requires a detailed assessment

and analysis. AGV is also a technology, which potential is

high but its specific application must be analysed through

several methods of industrial engineering (e.g. simulation).

Since many healthcare facilities are deterred particularly

by high acquisition costs of this technology, healthcare

managers need to realize that the purpose of the new, modern

technology is mainly to help healthcare professionals to

work more efficiently and improve the quality of healthcare

services. If our healthcare facilities want to respond to

technology- driven environment of care and be prepared

for the future development, the designers must not only

design healthcare facilities as a buildings. They need to meet

the requirements of patients and staff, and must predict the

future.

The paper ”Automated Guided Vehicle using Robot Oper-

ating System” focuses on proof of concept prototype mod-

elling and development of fully autonomous guided robot

using embedded controller integrated with GUI Robotic

operating systems, which can be used to carry goods and

materials at industry, hotels and so many environment. Most

of the industries as small, medium, and large scale accepted

automated guided vehicle (AGV) to shift raw material and

finished goods from one place to another. But still most

of the AGVs are not fully automatic. It needs operators to

operate AGV for specific task like guiding it by using various

wireless protocols like Bluetooth, wireless network, RFID.

Some of the AGVs are line follower which take feedback

from line as a path using various sensors like magnetic sen-

sor, IR sensor, color sensor or laser sensor sometimes AGVs

path is predefined in software, fixed line path. Disadvantage

of earlier work in AGVs have cannot work in poor light

and without user. So to overcome these both problem this

paper presenting proof of concept proptype modelling of an

design the fully automated control system for AGV. System

consist of Arduino Mega board, mic, speaker and Kinect

sensor is interfaced with PC. The PC has operating system

Ubuntu 16.04.04 and Robot Operating System(ROS) running

on it. It receives the data from Kinect and converts it into

the equivalent laser sensor data. This 3D data capture from

Kinect is used to map the environment using SLAM. Voice

command is used for communication purpose with user and

robot. The speed commands generated in ROS nodes are

sends to Arduino. Arduino Mega process on it and send

appropriate PWM values to the motor driver. This project

proposed voice command system using audio format work

command and implemented in real environments. Vision

based sensor to map the total environment and for path

planning purpose advanced IMU sensor Oblu is used. Oblu

gives the 98percent accurate reading of velocity, distance

and angle by which the path planning accuracy gets high.

ROS is middleware which collects software frameworks for

robot software development. It is not an operating system,

it just provide computer cluster like hardware abstraction,

device control, convey message between the process and

packet management. It creates note which multiplex sensors,

actuators, controls and other messages. ROS is under open

source licensed. There are many ROS are available but we

used Kinetic Kame ROS. In this study model for navigation

purpose Kinect sensor is used and for accurate path Oblu

sensor is used. Oblu gives 98percent accurate speed so

the maximum accuracy is achieved. The average location

error is 2.85 cm. We adopted hybrid algorithm. AGV works

smoothly in indoor and obstacles are avoided successfully

III. PROPOSED METHOD

The primary aim of the vehicle is to supply medicines

to the patients and monitor their body parameters such as

temperature. A control app that is used to communicate

between vehicle and nurse. The nurse has to select the
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mode of travel after placing medicines on the box. Once

the control signal is given, robot checks for an obstacle in

front of the vehicle. If no obstacle is found robot starts its

navigation through the black path which is directed by the

IR transmitter and receiver signals. When the vehicle reaches

near the patient’s bed a proximity sensor gets activated

sending signals to stop the vehicle. The patient can take the

medicine from the box with the help of bystanders. LED

display indicates the directions to tie the temperature sensor

band. It has an LM35 sensor. The measured temperature will

be displayed on the led screen and it also gets sent to the

concerned doctor through the internet.

A. Hardware Module

The Hardware modules used here are : (1) Arduino Mega:

The Board used here is Arduino Mega which contains

Atmega 2560 as it’s Micro controller. (2)Ultrasonic Sensor

for Automatic Sanitizer Dispenser: Whenever the hand is

shown to ultrasonic sensor a servo motor interfaced to it

will rotate and sanitizer dispenses. (3) Pulse Rate Sensor

for Pulse Rate Monitoring: The pulse rate sensor is used to

measure the pulse rate of human and it is given to Android

App using ESP8266 Module. (4) MLX90614 Temperature

Sensor for Temperature Monitoring: Non Contact tempera-

ture measurement using MLX90614 Sensor.

B. Navigation Module

An ultrasonic sensor is placed in front of the vehicle to

avoid collision with other objects. L293d is used as the

motor driver it can drive the dc motor used for navigation

in either direction. Left data in pins will control the motor

attached at the left-hand side and, pins on the right-hand

side are employed for the motor on the right. The motors

are operated based on the information rendered through the

input pins such as LOGIC LOW or LOGIC HIGH. The line

follower mechanism is employed using Infrared sensors. It

has an Emitter, which is an Infrared light-emitting diode and,

the detector is an Infrared photodiode placed in the vehicle.

Based on the received infrared light, resistance of photodiode

and output voltage changes. The light from the infrared

LED hits the non-transparent facade, gets collected by the

sensors , which recognize the tint of the facade beneath it.

It transmits a signal to the microcontroller or the central

circuit, which then makes a judgment according to the

algorithm established in programming. The infrared beam

gets reflected and received from the dark path surrounded

by the light tint surface. Black color will absorb the beam

falling on it completely. The crucial element of our work

was programming. The initial part of the code is to control

the movement of the vehicle to the front, back, left, and

right. The microcontroller drives high or low to motor driver

according to data inputs from sensors. The motor driver IC

controls the motors according to the information from the

controller. There are three cases of movement:

• Case 1: AGV will start its movement in forward di-

rection when both motors are turned on at the same

time.

• Case 2: The AGV will move to the left when the right

motor is turned on, and the left motor is turned off.

• Case 3: The AGV will move to the right when the left

motor is turned on, and the right motor is turned off.

Fig. 1. Flow chart for Navigation.

C. Communication Module

An Android app was developed for monitoring patient

data and controlling the movement of the vehicle. The com-

munication between AGV and android app is via Bluetooth.

The Bluetooth module used in AGV is HC05. It consist

of various sensors such as ultrasonic sensors and infrared

sensors for obstacle detection and path finding. According

to the response from the sensors provided, command is

generated and is given to the motor driver, here represented

by vehicle controller and motor controller block. According

to the input received by motor driver, the motor is powered.

It also consist of battery, a display which gives various

instructions like those given to patients while temperature

sensing and also displays the measured temperature. It has

two modes of operation, medicine supply mode and waste

collection mode. All are connected to the micro controller.

It consist of various sensors such as ultrasonic sensors and

infrared sensors for obstacle detection and path finding. Ac-

cording to the response from the sensors provided, command

is generated and is given to the motor driver, here represented

by vehicle controller and motor controller block. According

to the input received by motor driver, the motor is powered.

It also consist of battery, a display which gives various

instructions like those given to patients while temperature

sensing and also displays the measured temperature. It has

two modes of operation, medicine supply mode and waste
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collection mode. All are connected to the microcontroller.

Once the control signal is given, robot checks for an obstacle

in front of the vehicle. If no obstacle is found robot starts its

navigation through the black path which is directed by the

IR transmitter and receiver signals. When the vehicle reaches

near the patient’s bed a proximity sensor gets activated

sending signals to stop the vehicle. The patient can take

the medicine from the box with the help of bystanders.

Fig. 2. Block Diagram of Prototype of AGV for Hospitals.

CONCLUSION

This thesis has outlined the construction of an AGV

designed for the distribution of medicines and disposal of

waste in hospital environments. The AGV mainly does

main five functions, medicine distribution, sensing of body

temperature,pulse rate checking, automatic hand sanitizer

dispenser and waste collection and disposal. It collects the

medicines for different patients and follows the path pro-

vided. On reaching the supply point it supplies the medicine

for that particular patient. By the use of a band provided,

the body temperature of the patient is measured. Automatic

Sanitizer Dispenser works as whenever the hand is shown

to ultrasonic sensor a servo motor interfaced to it will rotate

and sanitizer dispenses.It also collects waste from specially

designed baskets kept at the passages and properly dumps

the waste at a predefined place. This prototype can be

used in pandemic conditions for the treatment of affected

people. Therefore AGV reduces spread of COVID 19 by

avoid direct contact with the people. The prototype built is

lightweight and designed for a single bed. In the future, a

step climbing facility can be employed to the bots to improve

the application range of the product.
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Abstract—The year 2020 witnessed the outbreak of Covid 19 

pandemic and the world is still battling with it. Social distancing 

is one of the effective measures to prevent the transmission of 

virus from person to person. This work provides a method to 

detect any social distancing violation among people by making 

use of deep learning and image processing techniques. YoloV4 

object recognition model is used to detect humans in video 

sequences. Coordinates of each person’s point of contact with 
the ground are obtained in terms of pixels. These are converted 

to ground coordinates. Then the Euclidean distance from the 

point of contact of a person with the ground to another person’s 
point of contact with the ground is calculated. If this distance 

turns out to be less than the threshold distance, then alerts or 

warnings can be issued to authorities. 

I. INTRODUCTION  

The COVID-19 pandemic is an ongoing global pandemic of 
coronavirus disease 2019 (COVID-19) caused by severe acute 
respiratory syndrome coronavirus 2 (SARS-CoV-2). The first 
case was reported in Wuhan, China in December 2019. The 
World Health Organization declared it as a pandemic on 11 
March 2020. As of 1 June 2021, more than 170 million cases 
have been confirmed, and more than 3.55 million Covid 19 
related deaths have been reported[1]. Though vaccines have 
been invented, it might take a long time to vaccinate the entire 
world population. In such a situation it is necessary to control 
the spread of the virus. When an infected person coughs, 
sneezes, or talks, droplets or tiny particles called aerosols 
carry the virus into the air from their nose or mouth[2]. 
Anyone who is within 6 feet of that person can breathe it into 
their lungs. One best practice known in stopping the spread of 
Covid-19 is by implementing social distancing between 
people with at least one metre away. But to monitor each and 
every public place in person is a difficult task for authorities 
and in their absence people may violate the social distance 
criteria. To ease the work of authorities, this work proposes a 
method in which the video footage from surveillance cameras 
in public places can be processed to detect humans in the field 
of view of camera and calculate the distance between them. If 
this distance is less than 1 metre, then authorities can be 
alerted about the violation. 

II. BACKGROUND STUDY 

YOLO stands for You Only Look Once. YOLOv4 is an 

upgraded version from YOLOv3. It is the very famous real-

time Object Recognition technology that is capable of 

recognizing multiple objects in a single frame. YOLOv4 is 

found to be much efficient that it can achieve 43.5% Average 

Precision(AP)/ 65.7% AP50 accuracy in accordance with the 

Microsoft COCO test and is at the fastest speed of 62 Frames 

Per Second (FPS) Titan V or 34 FPS RTX 2070. YoloV4 is 

faster than other existing competing object recognition 

models [3]. Its Average Precision(AP) is 10% more than the 

available models and Frames Per Second(FPS) is 12% than 

the YOLOv3 [3]. 

III. PROPOSED SYSTEM 

To find the distance between people in terms of metres, any 

four points on the ground in the field of view of the camera 

are taken, say A, B, C, D. One of these four points, say A, is 

taken as origin on the ground and with respect to this origin 

the coordinates of the other three points are calculated by 

measuring their actual distance from the origin i.e., A. Also 

the coordinates of these four points in the image plane are 

obtained in terms of pixel. Now using the pixel coordinates 

and their corresponding ground coordinates, homography 

matrix H is obtained. Video sequence is read frame by frame. 

Each frame is then given as input to YoloV4 object detection 

model. If the label of detection is ‘person’ then the bounding 
box around that detection is obtained and the lowermost point 

of the bounding box is found out in terms of pixels say (x’, 
y’). Now these coordinates can be converted to ground 

coordinates (x, y) by using the following mapping. [ 𝑥𝑦 1 ] ~ 𝐻 [ 𝑥′ 𝑦′1 ] 

 

where (x,y) represent ground coordinates, (x’, y’) represent 
pixel coordinates and H is the homography matrix[4]. Once 

each person’s ground coordinates are obtained, we can 

calculate the Euclidean distance between them by using 

following equation. √(𝑥2−𝑥1)2 + (𝑦2−𝑦1)2 

 

where (𝑥1 ,𝑦1)  are ground coordinates of person 1 and (𝑥2 ,𝑦2) are ground coordinates of person 2. If this distance 

turns out to be less than 1 metre then authorities can be 

alerted. 
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IV. RESULT 

Following are the results obtained by processing a self-taken 
images. 

TABLE  I  RESULTS OBTAINED FROM SELF TAKEN VIDEO 

V. CONCLUSION 

The proposed work can assist authorities in monitoring 
and ensuring social distancing among people in public places. 
Further improvements can be made in this work like detecting 
and tracking the people who have violated social distance 
using face recognition methods. 
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Fig. 1. Calculated distance and measured distance 

 

 

The images were captured in a controlled atmosphere with 

two people standing at some distance from each other. Six 

such images were taken with different distance between the 

two people. Table 1 shows the result obtained in each test. 

Fig.1 is a graph indicating the comparison between the 

actual distance between the two people and the distance 

calculated by the proposed model. 
  

 

Test Actual Distance 

(metre) 

Calculated Distance (metre) 

Test1 1 0.96410197 

Test2 1.5 1.3974082 

Test3 2 2.1104538 

Test4 2.5 2.5578268 

Test5 3 3.0040722 

Test6 3.5 3.6036472 
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ABSTRACT - Medical image analysis is the first step 

in analyzing medical images, which helps to make images 

more in-built and expands diagnostic competence. 

Medical image segmentation is a serious step in the field 

of medical image analysis. In order to deliver a reliable 

basis for clinical diagnosis and pathology research, and 

support doctor to make a more accurate diagnosis, it 

need to segment the parts of medical images, we focus 

and extract relevant features. Neural architecture search 

(NAS) has substantial progress in improving the 

accuracy of image classification. To outspread NAS to 

image segmentation which shows initial viability. The U-

net architecture successfully applied to various medical 

image segmentation. In this paper we propose a lesion 

segmentation by enhancing the tradition UNET by 

adding the recurrency to it merge layers. So, a deeply 

connected convolutional UNet takes full advantage of Bi 

directional LSTM, which can improve model 

performance on sequence classification problems and 

deep convolution layers of UNet. The proposed system 

combines features of the corresponding encoding path 

and previous up convolutional layer in a nonlinear way. 

To get a strong feature extraction system we use a densely 

connected convolutions in final layers. We accelerate the 

convergence speed of the system by adding batch 

normalization into it. 

 Keywords – Medical image segmentation, convolutional 

neural architecture search, deep learning 

I. INTRODUCTION 

 
Medical image segmentation has an essential role in 
computer-aided diagnosis systems in    different applications. 
The huge investment and development of medical imaging 
modes such as X-ray, ultrasound, computed tomography 
(CT) and magnetic resonance imaging (MRI), attract 
researchers to implement new medical image-processing 
algorithms. MRI is the most commonly used technique in the 
field of radio imaging. An MRI may produce different 
statistics compared with CT. In deep learning, image 
segmentation generally denotes semantic segmentation, 
which refers to the recognition of images at the pixel level. 
The most successful type of deep learning models for image 
analysis to date are convolutional neural networks (CNN). It 
is the most commonly used neural network in the field of 
computer vision which is proposed to solve image 
classification problem. CNN can be used to classify each 
pixel in the image individually, by presenting it with patches 
extracted around the particular pixel and produce a 
multichannel likelihood map of the same size as input image.  
 

Fully Convolutional Networks (FCNs) is one of several 
methods proposed to prevent this decrease in resolution. 
FCNs can accept any size of input. U-net consists of 
convolutional layers, down-sampling layers and up-
sampling layers. The convolutional neural network, U-Net 
was established for biomedical image segmentation. It can 
able to do image localization by predicting the image pixel 
by pixel. U-net practices the skip connection operation to 
attach each couple of down-sampling layer and the up-
sampling layer, which makes the spatial evidence directly 
applied to much deeper layers and a more precise 
segmentation result. The focus of current convolutional 
neural network has moved to NAS. It’s  a subfield of 
AutoML (Auto Machine Learning) and has significant 
overlap with hyper-parameter optimization and meta 
learning. The present research on NAS focuses on three 
aspects: search space, search strategy and performance 
estimation strategy. The search space outlines which 
architectures can be signified in principle. The search 
strategy specifics how to discover the search space. The 
objective of NAS is to bargain architectures that have high 
appraised performance on unseen data. Even though NAS 
has countless potential in the field of computer vision, the 
real potential depends on that can be stretched to deal with 
visual errands other than image classification. Encouraged 
by the accomplishment of U-net and its variants in medical 
image segmentation, we use a U-like architecture as our 
backbone network. We get our architecture denoted as R-
NAS-Unet. This reveals that NasUnets are more efficient in 
the parameters usage and get a much better performance than 
U-Net in all types of medical image dataset. This is the 
primary shot to apply NAS to medical image segmentation. 
We propose different primitive operation sets on U-Like 
backbone network for searching. The performance of NAS-
Unet outperforms U-Net in all types of medical image 
segmentation datasets we evaluated. 

 
NAS has mostly solved image classification 

responsibilities since it was proposed. The depth wise-
separable convolution operation will be introduced since it 
will dramatically reduce network parameters without 
sacrificing network performance. In CNN architecture, the 
features we generate for all channels are directly combined 
evenly. The squeeze-and-excitation process overpowers 
some superfluous structures and improves useful features by 
assigning weights to feature channels. To solve the problem 
of image segmentation, different from image classification 
tasks, the architecture with image segmentation needs high-
resolution input. To evaluate the performance of NAS-Unet, 
we use three types of medical image datasets MRI, CT, and 
ultrasound.  
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II. LITERATURE REVIEW 

 
A neural network that has one or more convolutional layers 
and are used mainly for image processing, classification, 
segmentation is a CNN. It is mostly sliding a filter over the 
effort. Relatively looking at a complete image at once to find 
certain features, it can be more effective to look at smaller 
portions of the image. There are quite typical tasks such as 
image segmentation and signal processing, for which CNNs 
fit at. CNN can also be executed as a U-Net architecture, 
which are fundamentally two almost mirrored CNNs 
resulting in a CNN whose architecture can be offered in a U 
shape. U-nets are used where the production needs to be of 
alike to the input such as segmentation and image 
improvement. 
 

A. Neural networks have hastily grown popularity over the 
last few years due to their triumph in variety of tasks, such 
as image recognition and machine translation. These 
neural networks are designed by hand, which is an 
exhausting, time-consuming process. The vast number of 
possible configurations requires expert knowledge to 
restrict the search. A preliminary process that randomly 
constructs networks and trains them with SGDR. This 
simple baseline achieves 6%-7% test error on CIFAR-
10[1], which already rivals several existing methods for 
NAS. Due to its easiness, the baseline offers a valuable 
starting point for the progress of more sophisticated 
methods in the future. NAS by Hill climbing (NASH), a 
simple iterative approach that, applies a set of alternative 
network morphisms to the current network. NASH 
inventions and trains viable architectures at a 
computational rate of the equivalent demand of 
magnitude as training a single network.  After one day the 
error is reduced to almost 5%. Replicas from different 
phases of  the algorithm can be united to attain an error 
of 4.7 % within two days on a solo GPU. On CIFAR-
100,to achieve an error below 24% in one day and get 
close to 20% after two days. This method is easy to use 
and easy to extend, so it hopefully can serve as a basis for 
future work Experiments on CIFAR-10 and CIFAR-100 
showed that this method yields competitive results while 
requiring considerably less computational resources than 
most alternative approaches. The algorithm is easily 
extendable,  evolutionary approaches for generating new 
models, other methods for cheap performance evaluation. 
In this sense, this approach can serve as a basis for the 
development of more sophisticated methods that yield 
further improvements of performance. 
 

B. Computed tomography (CT)[2] is an effective approach 
to diagnose disease, by which the doctor can intuitively 
examine a patient’s body structure and efficiently analyze 
the possibility of illness. It is tough to recognize the 
images holding nodules, which should be analyzed for 
supporting early lung cancer diagnosis, from a large 
number of pulmonary CT images. CT is widely used to 
assist computer aided diagnosis (CAD) based on artificial 
intelligence (AI). A convolutional autoencoder for deep 
learning framework to support unsupervised image 
features learning for lung nodule through unlabeled data 
can be used, which only needs a small amount of labeled 

data for efficient feature learning. By the comprehensive 
experiments, the planned scheme is superior to other 
methods, which efficiently solves the intrinsic labor-
intensive problem during artificial image labeling. The 
proposed convolutional autoencoder method can be 
stretched for similarity dimension of lung nodules 
images. The training in CANN is based on the work 
including unsupervised training and supervised fine-
tunning. The two datasets that is included are the 
unlabeled and the labeled dataset. An autoencoder 
technique for unsupervised learning, can abstract output 
data to rebuild input data and compare it with original 
input data. After frequent iterations, the value of cost 
function ranges its optimality, which means that the 
renovated input data is able to approximate the original 
input data to a supreme extent. The approach based on 
segmentation and hand-craft-features is time consuming 
and labor-intensive, while the data driven approach is 
available to avoid the loss of important information in 
nodule segmentation. CANN-based method for data-
driven feature   knowledge, is functional for lung nodule 
recognition, classification and similarity check, which 
suggestively resolves the issues of time consuming for 
ROI labeling and inadequate labeled data. Compared 
with other data-driven approaches, it verifies that this 
method is superior through comprehensive experiments. 
Moreover, it proves that the system performance and 
feasibility may be affected by the quality of data, because 
the role of expert is ignored. 

 
C. The network extends u-net architecture by replacing all 

2D processes with 3D counterparts. The implementation 
performs on-the-fly elastic deformations for efficient data 
augmentation during training. It is trained end-to-end 
from scratch. The standard u-net[3], it has an analysis and 
a synthesis path each with four resolution steps. In the 
analysis path, each layer contains two 3×3×3 
convolutions each followed by a rectified linear unit, and 
then a 2×2×2 max pooling with strides of two in each 
dimension. In the synthesis path, each layer consists of an 
up convolution of 2×2×2 by strides of two in each 
dimension, followed by two 3×3×3 convolutions each 
followed by a rectified linear unit. Shortcut connections 
from layers of equal  resolution in the analysis path 
provide the essential high-resolution features to the 
synthesis path. To avoid bottlenecks by doubling the 
number of channels before max pooling and also adopt 
this scheme in the synthesis path. The input to the 
network is a 132×132×116 voxel tile of the image with 3 
channels. The output in the final layer is 44×44×28 
voxels in x, y, and z directions respectively. We also 
introduce batch normalization. Each batch is normalized 
during training with its mean and standard deviation and 
global statistics are updated using these values. This is 
followed by a layer to learn scale and bias explicitly. At 
test time, normalization is done via these computed 
global statistics and the learned scale and bias. The 
important part of the architecture, which allows us to train 
on sparse annotations, is the weighted SoftMax loss 
function. Setting the weights of unlabeled pixels to zero 
makes it possible to learn from only the labelled ones and, 
to generalize to the whole volume. An end-to-end 
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learning method that semi-automatically and fully-
automatically segments a 3D volume from a sparse 
annotation. It offers an accurate segmentation for the 
highly variable structures of the Xenopus kidney. We 
achieve an average IoU of 0.863 in 3-fold cross validation 
experiments for the semi-automated setup. In a fully-
automated setup we demonstrate the performance gain of 
the 3D architecture to an equivalent 2D implementation. 
It is not optimized in any way for this application. We 
expect that it will be applicable to many other biomedical 
volumetric segmentation tasks. 

 
D. Semantic segmentation is an active area of research in 

medical image analysis. With the introduction of CNN, 
significant improvements in performance have been 
achieved in many standard datasets. While CNNs are 
typically realized by a contracting path built from 
convolutional, pooling and fully connected layers, 
FCN[4] adds an expanding path built with 
deconvolutional or un-pooling layers. The expanding 
path recovers spatial information by merging features 
skipped from the various resolution levels on the 
contracting path. In standard FCNs, only long skip 
connections are used to skip features from the contracting 
path to the expanding path in order to recover spatial 
information lost during down sampling. Extend FCNs by 
adding short skip connections, that are similar to the ones 
introduced in residual networks, in order to build very 
deep FCNs. A review of the gradient flow confirms that 
for a very deep FCN it is beneficial to have both long and 
short skip connections. Consider three types of blocks, 
each containing at least one convolution and activation 
function: bottleneck, basic block and simple block. Each 
block is capable of performing batch normalization on its 
inputs as well as spatial down sampling at the input 
(marked blue; used for the contracting path) and spatial 
up-sampling at the output (marked yellow; for the 
expanding path). The bottleneck and basic block are 
based on those introduced in which include short skip 
connections to skip the block input to its output with 
minimal modification, encouraging the path through the 
non-linearities to learn a residual representation of the 
input data. To minimize the modification of the input, 
apply no transformations along the short skip 
connections, except when the number of filters needs to 
be adjusted to match the block output. Use 1x1 
convolutions to adjust the number of filters but for spatial 
adjustment rely on simple decimation of the input so as 
not to increase the number of parameters. The influence 
of skip connections on FCN for biomedical image 
segmentation showed that a very deep network can 
achieve results near the state of the art on the EM dataset 
without any further post-processing and confirmed that 
although long skip connections provide a shortcut for 
gradient flow in shallow layers, they do not alleviate the 
vanishing gradient problem in deep networks. 
Consequently, apply short skip connections to FCNs and 
confirm that this increases convergence speed and allows 
training of very deep networks. 

III. PROPOSED SYSTEM 

 
By taking inspiration from Nas UNet LSTM (recurrent 
neural network) we propose a R-NAS-UNet are shown in the 
figure(fig 1 and fig 2).  
 

A convolution layer is abbreviated as \Conv". Its 
explanation contains three portions: number of channels; 
kernel spatial extent (kernel size); padding (`p') and stride 
(`st') size. A pooling layer is abbreviated as \Pool". Only max 
pooling is used here. The pooling kernel size is permanently 
2 × 2 and the stride is permanently 2. A fully connected layer 
is abbreviated as \FC". Fully connected layers are 
implemented using convolution. Its size is in the format n1× 
n2, where n1 is the size of the input, and n2 is the size of the 
output. The convolution layers among the two pooling layers 
have the identical number of channels, kernel size and stride. 
In fact, stacking two 3×3 convolution layers are equivalent 
to one 5×5 convolution layer; and stacking three 3×3 
convolution kernels replace a 7 × 7 convolution layer. 
Stacking a few (2 or 3) smaller convolution kernels, 
however, computes faster than a large convolution kernel. In 
addition, the number of parameters is also condensed. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 1   R-Nas-UNet 

Fig 2   Recurrent Neural Network 
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Proposes a lesion segmentation by enhancing the 
tradition UNET by adding the recurrency to it merge layers. 
So, a deeply connected convolutional UNet takes full 
advantage of Bi directional LSTM and deep convolution 
layers of UNet. The proposed system combines features of 
the corresponding encoding path and previous up 
convolutional layer in a nonlinear way. To get a strong 
feature extraction system we use a densely connected 
convolutions in final layers. We accelerate the convergence 
speed of the system by adding batch normalization into it. 
 

In a convolution layer, numerous convolution kernels 
are generally used. Assuming D kernels are used and 
individually kernel is of spatial span H × W, we represent all 

the kernels as f. f is an order 4 tensor in ℝ𝐻×𝑤×𝐷𝑙×𝐷 . 
Similarly, we use index variables 0 ≤ i < H, 0 ≤ j < W, 0 ≤ dl 
< Dl and 0 ≤ d < D to pinpoint a specific element in the 
kernels. Likewise, the set of kernels f denotes to the same 
object as the notation wl . It is also clear that even if the mini-
batch approach is used, the kernels continue unchanged. One 
more benefit of the convolution layer is that all spatial 
locations share the same convolution kernel, which greatly 
reduces the number of parameters needed for a convolution 
layer. In a deep neural network setup, convolution also 
encourages parameter sharing. The combination of 
convolution kernels and deep and hierarchical structures are 
very effective in learning good representations (features) 
from images for visual recognition tasks. 

 
A. ENCODING PATH 

 
The contracting path of R-Nas-Unet includes 4 steps. Each 
pace contains two convolutional 3×3 filters followed by a 
2×2 max pooling function and ReLU. The amount of feature 
maps is doubled at each stage. The contracting path abstracts 
increasingly image representations and rises the dimension 
of these representations layer by layer. Ultimately the final 
layer in the encoding path produces a high dimensional 
image representations with high semantic information. The 
original Unet contains a sequence of convolutional layers in 
the last step of encoding path. Taking an order of 
convolutional layers in a network produces the method learn 
different kinds of features. However, the network might 
acquire redundant features in the succeeding convolutions. 
To moderate this problem, densely linked convolutions are 
proposed. This supports the network to progress its 
performance by the impression of “collective knowledge” in 
which the feature maps are reclaimed through the network. 
It means feature maps learned from all previous 
convolutional layers are concatenated with the feature map 
learned from the current layer and they are forwarded to use 
as the input to the next convolution. 
 

The knowledge of densely connected convolutions has 
some advantages over the consistent convolutions. First of 
all, it helps the network to learn a diverse set of feature maps 
instead of redundant features. Moreover, this idea improves 
the networks representational power by allowing information 
flow through the network and reusing features. Furthermore, 
dense connected convolutions can benefit from all the 
produced features before it, which prompt the network to 
avoid the risk of exploding por vanishing gradients. In 

addition, the gradients are directed to their particular places 
in the network more rapidly in the backward path. We 
employ the knowledge of densely connected convolutions in 
the future network. To do that, we familiarize one block as 
two successive convolutions. There is a sequence of N blocks 
in the last convolutional layer of the encoding path. These 
blocks are densely connected. We consider 𝑥𝑒𝑖  as the output 
of the ith convolutional block. The input of the ith (iϵ 
{1,….,N}) convolutional block receives the concatenation of 
the feature maps of all preceding convolutional block as its 

input, ie, [𝑥𝑒1, 𝑥𝑒2, ⋯ , 𝑥𝑒𝑖−1]𝜖ℝ(𝑖−1)𝐹𝑙×𝑤𝑙×𝐻𝑙, and the output of 
the ith block is 𝑥𝑒𝑖  𝜖ℝ𝐹𝑙×𝑤𝑙×𝐻𝑙. In the remaining part of the 
paper, we use simply 𝑋𝑒 instead of 𝑋𝑒𝑁 .  

 

B. DECODING  

 
Each step in the decoding path starts with performing an up-
sampling function over the output of the previous layer. In 
the standard Unet, the corresponding feature maps in the 
contracting path are cropped and copied to the decoding path. 
These feature maps are then concatenated with the output of 
the up-sampling function. In RNAS Unet, we employ RNN 
to process these two kinds of feature maps in more complex 
way. Let 𝑋𝑒𝜖ℝ𝑓𝑙×𝑤𝑙×𝐻𝑙  be the set of feature maps copied 
from the encoding path , and t 𝑋𝑑𝜖ℝ𝐹𝑙+1×𝑤𝑙+1×𝐻𝑙+1be the set 
of feature maps from the previous convolutional layer, where 
Fi is number of feature maps at layer l, and Wl ×Hl is the size 
of each feature map at layer l. It is worth mentioning that Fl+2 

= 2*Fl , Wl+1 =½ *Wl , and Hl+1 = ½*Hl . Xd is first passwd to 
an up-convolutional layer in which an up-sampling function 
followed by a 2 × 2 convolution are applied, doubling the 
size of each feature map and halving the number of feature 
channels, ie, producing 𝑥𝑑𝑢𝑝 ∈ ℝ𝑓𝑙×𝑤𝑙×𝐻𝑙. In other words, the 
expanding path increases the size of the feature maps layer 
by layer to reach the original size of the input image after the 
final layer. 
 
C. BATCH NORMALIZATION 

 
After up-sampling, 𝑥𝑑𝑢𝑝  goes through a BN function and 
produces �̂�𝑑𝑢𝑝 . A problem in the intermediate layers in 
training steps is that the distribution of the activations varies. 
This problem makes the training procedure very slow since 
each layer in every training stage has to learn to familiarize 
themselves to a new distribution. BN is utilized to increase 
the stability of a neural network, which standardizes the 
inputs to a layer in the network by subtracting the batch mean 
and dividing by the batch standard deviation. 

 

IV. CONCLUSION 

The given deep recurrent conv net captures, more 
discriminative information which interns gives more accurate 
segmentation results. We were able to execute the system 
faster by utilizing batch normalization after every merging 
layer.     

V. FUTURE WORK 

We can improvise the precision of the segmentation result by 
refining the convolutional layers of the proposed system. 
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Abstract—Different machine learning and deep learning-based
approaches have been proposed for designing defensive mech-
anisms against various phishing attacks. Recently, researchers
showed that phishing attacks can be performed by employing
a deep neural network-based phishing URL generating system
called DeepPhish. To prevent this kind of attack there is a
detection system called Phish Haven to identify AI-generated
as well as human-crafted phishing URLs. But the drawback
of phish haven is that it is a voting-based system. Hence the
accuracy of the output is very low. To overcome this, we have
proposed an advanced AI phishing URL detection system called
HaleHaven. It is based on Ensemble learning technique that uses
10 ML models. The primary objective of this is to build a fast and
more efficient AI generated Phishing URL detection system along
with human crafted phishing URLs, tiny URLs and Zero-Day
Attacks. Analysis of our solution shows that it can always detect
tiny URLs, and it can detect future AI-generated Phishing URLs
based on our selected lexical features with very high accuracy.

Index Terms—AI-generated phishing URLs, ensemble machine
learning, human-crafted phishing URLs, lexical features, multi-
threading, tiny URLs, URL HTML encoding

I. INTRODUCTION

The distinctive characteristics of machine learning, ranging

from detecting and extrapolating patterns to adapting a new

environment, enable it to be a crucial part of technological

systems like nuclear power plants monitoring, cyber and

homeland security, computer vision, IoT etc. With the increas-

ing demand of security, machine learning-based systems usu-

ally outperform traditional humans-based security monitoring

systems[1]. Among a wide range of online threats and cyber-

attacks, phishing is the most common one. Phishing attack is

any fraudulent attempt that involves an activity of disguising

oneself as a trustworthy party to obtain sensitive information.

Phishing attacks can be of different types which include E-mail

spoofing, website forging, social engineering, etc. One of the

subtle yet deceiving methods to perform phishing attacks is

phishing URLs[1]. Phishing URLs are types of URLs which

are especially crafted by phishing attackers. Several researches

have been conducted to prevent, mitigate and even to correct

phishing attacks[2]. Majority of the researches are focused on

using different machine learning models, deep learning models

and/or the combinations of the models. There is a model

named “DeepPhish” which is specially designed to generate AI

phishing URLs. DeepPhish takes Simple Phishing URLs, i.e.,

human-crafted phishing URLs as its input and generates new

phishing URLs. Majority of these newly generated phishing

URLs, i.e., AI-generated Phishing URLs are capable enough to

easily bypass existing prevalent phishing detection systems[3].

With this, the near future of cyber-attacks can be easily fore-

casted where AI will be used to carry out highly sophisticated

malicious attacks, known as “Offensive AI”. PhishHaven is the

only existing system that detects AI phishing URLs created by

DeepPhish[4]. But the accuracy of PhishHaven is very low

and there is a chance for false detection since it is based

on unbiased voting. So, we are proposing an advanced AI

phishing URL detection system called HaleHaven that has

all the features of PhishHaven and additional features like

detection of Zero-day attacks with very high accuracy.

II. LITERATURE SURVEY

A. Phishing Detection from URLs Using Deep Learning Ap-

proach

Rapid developments of global networking and advanced

technologies have made changes to our daily works. Social

networking, cyber banking, cyber commerce, etc. are shifted

to the information space. Although the Internet has various

advantages some consequences present a serious security

weakness. Consequently, the identification of a phishing or

legitimate web page is a challenging issue due to its semantic

structure. In this paper, a phishing detection system is imple-

mented using deep learning techniques to prevent such attacks.

The system works on URLs by applying a convolutional neural
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network (CNN) to detect the phishing webpage. In paper the

proposed model has achieved 97.98 Percent accuracy whereas

our proposed system achieved accuracy of 98.00 percent.

This system doesn’t require any feature engineering as the

CNN extract features from the URLs automatically through

its hidden layers.

B. An Automated Framework for Real-time Phishing URL

Detection

An increasing number of services, including banking and

social networking, are being integrated with world wide web

in recent years. The crux of this increasing dependence on

the internet is the rise of different kinds of cyberattacks on

unsuspecting users. One such attack is phishing, which aims at

stealing user information via deceptive websites. The primary

defence against phishing consists of maintaining a black list

of the phishing URLs. However, a black list approach is

reactive and cannot defend against new phishing websites.

For this reason, a number of researches have been done on

using machine learning techniques to detect previously unseen

phishing URLs. While they show promising results, any such

implementation is yet to be seen. This is because 1) little work

has been done on developing a complete end-to-end frame-

work for phishing URL detection 2) it is prohibitively slow to

detect phishing URLs using machine learning algorithms. In

this work we address these two issues by formulating a robust

framework for fast and automated detection of phishing URLs.

We have validated our framework with a real dataset achieving

87 percent accuracy in a real-time setup.

C. Phish Haven- An Efficient Real-Time AI Phishing URLs

Detection System

Among a wide range of online threats and cyber-attacks,

phishing is the most common one. Phishing attack is any

fraudulent attempt that involves an activity of disguising

oneself as a trustworthy party to obtain sensitive information.

Phishing attacks can be of different types which include E-

mail spoofing, website forging, social engineering, etc. One of

the subtle yet deceiving methods to perform phishing attacks

is phishing URLs. The proposed system uses lexical features-

based extraction and analysis techniques. To proactively detect

and classify a URL on-the-fly, we additionally introduce URL

HTML Encoding as a lexical feature. Phish Haven employs

unbiased voting concept in decision-making process to assign

final labels (i.e., either phishing or normal) to the URL(s).

Although Phish Haven has achieved a significant accuracy

in classifying both AI-generated and human-crafted phishing

URLs, it has a limitation that it can detect only those AI-

generated Phishing URLs which consist of lexical features and

patterns similar to that of DeepPhish.

III. PROPOSED SOLUTION: HALEHAVEN

We are proposing HaleHaven, an advanced AI phishing

URL detection system. The primary objective of this system is

detect AI generated Phishing URL along with human crafted

phishing URLs, tiny URLs and Zero-Day Attacks fastly and

efficiently with very high accuracy.

A. Preliminaries

To understand our proposed system we have to familiar with

some preliminaries that explained below.

1) URL Hit: URL shortening is an approach that helps in

shortening the expanded or lengthy URLs, which results in the

formation of tiny URLs. With the motive of obtaining sensitive

information such as passwords, personal credentials etc., phish

attackers are now using tiny URL approach. Therefore, to

detect tiny URLs efficiently, it is very important to understand

how these tiny URLs work. The tiny URL works because

of browser’s redirect functionality. When a user clicks on a

tiny URL or types a tiny (shortened) URL in the browser, the

browser sends a HTTP request to the server directing it to

fetch the requested page. After this the server sends a redirect

requests. Following are some of them:

1) 301: Moved Permanently

2) 302: Found

3) 303: See Other

4) 304: Not Modified

5) 305: Use Proxy

6) 307: Temporary Redirect

Tiny URL is also one of the main characteristics of phishing

URLs. Through these tiny URLs, attackers can easily hide

paths of malicious pages or deploy a malicious piece of

code. Therefore, detection of tiny URLs is also very essential.

But the characteristics of tiny URLs make it difficult for the

detection systems to detect those tiny URLs. It is incorporated

into our detection system in a way that whenever a user types

or paste a tiny URL in our Graphical user interface the URL

is then hit by our system. Then we fetch the response of

the respective hit URL of tiny URL in terms of an extended

URL, i.e., it returns an actual URL.Then the Features Extractor

component extracts features from actual URL.

2) Feature Extraction: There are two main categories of

special characters used to create a full-fledged URL:

i) Reserved Characters: These include dollar sign, ampersand

, plus (+), common (,), virgule (/), colon (:), semi-colon (;),

equals sign (=), question mark (?), and at (@) symbol. All

of them have various purposes and significant meanings when

used in URLs.

ii) Unreserved Characters: These include space ( ), quotation

marks (‘ ’), less than(¡), greater than (¿), hash , percent, left

curly brace (), right curly brace (), pipe (—), backslash, caret ,

tilde, left square bracket ([), right square bracket (]), and grave

accent (‘). They are also known as “Unsafe Characters”. If

these characters are not encoded properly within the URLs it

can be easily misunderstood for various reasons.

Using URL HTML encoding we extract non-ASCII charcters

also.

B. Methodology

For designing an advanced AI phishing URL detection sys-

tem, we designed HaleHaven and classifies a URL using five

subcomponents.First subcomponent, URL Hit which extracts

extended URLs from tiny URLs. The second subcomponent

is Features Extractor which extracts selected lexical features
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from the extended URLs. Then the third subcomponent,

Modelics, which executes ten machine learning models in

parallel and collects the classification results. The fourth

subcomponent is second layer SVM that classifies the results

that comes from the previous models more accurately. And

lastly, Decision Maker subcomponent. It assigns a final class,

i.e., phishing URL or normal URL

1) URL HIT: When a user enters a URL in the Graphical

User Interface of our detection system HaleHaven, it is hit

with the request response in terms of the entered URL. The

respective Requested response may be a expanded URL if the

entered URL is a tiny URL or the entered URL itself if it

is a expanded URL. Then this response is passed to the next

subcomponent.

2) Feature Extraction: The Feature Extractor divides the

expanded URLs into their respective five parts, i.e., segment,

netloc, path, query and fragment. This is followed by all the

process of feautre extraction. Regular Expressions are used

to extract all the different types of features and then these

extracted features are passed to next subcomponent.

3) Modelics: In this subcomponent, different machine

learning models are set in parallel as individual and inde-

pendent threads.A set of extracted features from the previous

subcomponent, Features Extractor, becomes an input to this

subcomponent. This subcomponent, Modelics, consists of ten

machine learning models. We categorize machine learning

models according to our case into three categories, i.e., boost-

ing based approach, non-learning-based approach and learning

based approach because we want to introduce variance in

decision making and feature selection processes.

4) Second layer SVM: There are ten ouputs from the

previous subcomponent. These rtesults are passed to the sec-

ond layer SVM for the final classification. The SVM draws

decision boundaries based on the results from the machine

learning models in a hyperplane. The objective of the support

vector machine algorithm is to find a hyperplane in an N-

dimensional space that distinctly classifies the data points.

To separate the two classes of data points i.e, Phishing and

Normal, there are many possible hyperplanes that could be

chosen. Our objective is to find a plane that has the maximum

margin, i.e the maximum distance between data points of both

classes. The Class with Maximum margin is passed to the last

subcomponent decision maker.

5) Decision Maker: In this subcomponent the class with

maximum margin will be labelled as the result and will

be displyed on the graphical user interface. i.e, Phishing or

Normal.

IV. SYSTEM ARCHITECTURE

The architecture of HaleHaven. HaleHaven, an advanced

AI phishing URL detection system, takes a URL and employs

URL Hit approach to extract an extended URL from the server.

Then using the Features Extractor subcomponent, HaleHaven

extracts selected lexical features from an extended URL. Next

HaleHaven executes the Modelics subcomponent to generate

a list of labels. Then these labels are passed to second layer

SVM to draw bounadries and find a class with maximum mar-

gin,i.e, Phishing or Normal. Finally, HaleHaven uses Decision

Maker subcomponent to assign the final label using the Class

from previous subcomponent to the initial entered URL.

RELATED WORKS

A. Content-based Techniques

This approach analyzes the content of the webpage to clas-

sify the respective page either as phishing or normal. A main

limitation which makes this approach not only computationally

inefficient but also not a viable technique for most of the

scenarios is that it requires either source code or the entire

content of the website, i.e., images or text for performing

features extraction and analysis process.

B. Lists and Heuristics based Techniques

In these techniques, detection mechanisms employ

whitelists or blacklists and a set of rules to compare and

classify a URL either as phishing or normal. A major

drawback of these approaches is that they completely fail

in detecting newly generated phishing sites called zero-day

phishing sites. Furthermore, they require continuous update

of lists and rules. Also, websites which are similar in terms

of URL contents to those in blacklists or whitelists, and

websites which are similar in terms of appearance to those

set heuristics can be easily misclassified.

C. Third party based Techniques

Some detection mechanisms use third-party-based features

and services. The main drawback of this approach is high

error rate in terms of misclassification. The main reason for

misclassification is that they heavily rely on either the age of a

domain or the number of occurrences in search results. There

are likely chances in this approach that newly setup legitimate

sites can be misclassified as phishing sites.
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CONCLUSION

In this paper we proposed HaleHaven. HaleHaven is an ad-

vanced AI phishing URL detection system. The main novelty

of HaleHaven lies in its detection, i.e., it is especially crafted to

detect AI-generated Phishing URLs. Furthermore, HaleHaven

is capable to deal with tiny URLs with our URL Hit approach.

In addition to this, it is unique in terms of its parallel execution

of ensemble machine learning models. There are 10 models

used for ensemble learning. A second layer SVM model for

final classification which will use the output of first layers is

implemented for training. The system will be able to detect

tiny URLs, Zero-day as well as future AI-generated Phishing

URLs based on our selected lexical features with 100 percent

accuracy. Experimental analyses will be conducted for two

cases, i.e., AI-generated and Simple Phishing URLs. The

dataset in the first case consists of AI-generated Phishing

URLs and Normal URLs. The dataset in the second case

consists of Simple Phishing URLs and Normal URLs. The

proposed solution will efficiently address the detection of AI-

generated Phishing URLs in the forthcoming future as well as

Simple Phishing URLs prevalent these days.
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Abstract- The security of the network is posing major 

challenges to the system of devices due to 

interruption of the process through malicious code. 

Hence, the need for extracting the features has been 

approached for detection methods which are not 

sufficient to detect the malware. On the other hand, 

the malicious codes have the power to changes their 

behaviour and content as per the system and its 

configurations, which cause more inefficiency in 

detection techniques. The proposed process thus can 

be handled with the help of K-means clustering 

analysis which used the concept of Adaptive weights 

(AW-MMKM). The features of page behaviour, fault 

behaviour, active behaviour and network scanning 

behaviour can be used for the process of 

identification of malicious code with the help of the 

proposed algorithm. It can also result in providing 

higher accuracy in the experimental results and is 

also compatible to work on multiple devices and 

platforms. 

 
I. INTRODUCTION 

A. Overview 

 

Malicious code is considered as harmful code which 
can prove harmful to a system by causing undesired 
impacts as well as creating certain damages to the 
system. This threat of malicious code is not efficient 
to be handled by any software of antivirus. It can 
include the various system of security threat which 
may consist of Trojan Horse, virus and scripts that 
can enter into the network can easily propagate. It is 
responsible for creating overloading in server and 
network through the various process like reformatting 

hard disk, deleting document files, stealing password 
and data, send malicious emails and so on. Thus, 
detection of malicious code is done through the 
technology of interconnection of the networks and 
predicting the behaviour data transmission among the 
various hosts in the LAN. 

 
B. Methodology 

 
The malicious code can be detected by the possible 
four behaviour features of the network with the 
analysation of the behaviour of the network. These 
features are page behaviour, fault behaviour, active 
behaviour and network scanning behaviour. These 
features can be extracted using the malicious code 
detection framework [2-3]. Moreover, the detection of 
the method which is proposed in this paper is 
conducted by the AW-MMKM clustering algorithm. 
The conference paper is going to establish the 
knowledge regarding the detection of the malicious 
through analysis by clustering process. K- means 
algorithm is a clustering algorithm that can be used 
for detection of malicious code of the proposed 
system based on the adaptive weights. 

 
II. PROPOSED SYSTEM 

A. Analysis of Malicious Code and Detection 

Technology 

(1) Static Analysis technology 

 
In this case, the static analysis for the detection of 
malicious code refers to the process which involves 
the analysis of the data holding malicious code directly 
without executing as a real program using 

any static analysis tool. For analysing the malicious 
code, the division map for the code is required to 
understand the functional module. Basically, the 
methods in this process are dependent on the 

properties of the malicious code, and the methods are 
dependent on abstract algorithms. The specific analysis 
that is involved in the process includes feature analysis, 
feature extraction, modelling and abstraction. 
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(2) Dynamic Analysis technology 
 

In this case, the method of dynamic analysis denotes 
the process of analysing a program that is executable 
in order to obtain the characteristics of the behaviour 
related to the malicious code. This is done by the 
execution of the malicious code in an environment 
that is protected. Dynamics analysis utilises the 
malicious code in the form of deformation and 
packers’ behaviour. The technology is divided into 
virtual machine technology and sandbox technology, 
and so on. Moreover, it usually contains the access 
of the network, the call sequence of API and the file 
system. 

 
B. K-Means Algorithm [1] 

 

Commonly used initialization methods for k means 
cluster analysis are Forgy and Random Partition. The 
Forgy method randomly chooses k observations from 
the dataset and uses these as the initial means. The 
Random Partition method first randomly assigns a 
cluster to each observation and then proceeds to the 
update step, thus computing the initial mean to be the 
centroid of the cluster's randomly assigned points. The 
Forgy method tends to spread the initial means out, 
while Random Partition places all of them close to the 
center of the data set. The idea behind using this 
algorithm is to select various points of feature, which 
is determined into k clusters. This means the entire 
dataset is divided into the k different sets; these 
instances are divided on the basis of the cluster centre 
in order to compute the smallest distance of the points 
from the cluster centre. The sum of the square errors is 
obtained on the basis of k cluster centres which can be 
computed through continuous computations through 
iterations. The iteration halts when the maximum limit 
of the iterations is completed or any of the cluster 
points are calculated for the second time. 

 

 
Some of the advantages of k means algorithm for 
clustering is easy implementation, convergence speed 
is faster, and simplicity makes it the first method that 
is usually preferred for the cluster analysis that can be 
performed using the various field. The algorithm also 
possesses some disadvantages as the algorithm can get 
affected by any of the isolated points, and the number 
of selected points in the cluster can be randomly 
selected, which outcomes different results of 
clustering depending on the clustering centre selected. 
The selecting of cluster centers keeps on repeating till 
the value of cluster centers remains same for more than 
one time. Each cluster center selected keeps on 
comparing with the features and each time a cluster 

center is selected a new set of clusters are formed. It 
also some complexities in the efficieny of processing 
in order to handle a big volume of data set features. 

 
 

 

C. MinMax k-Means Algorithm [4] 

 

The purpose of this algorithm is to reduce the errors 
that are obtained from the sum of the maximum square 
instead of reducing the errors of squares. It also starts 
from a chosen set of cluster centres that are randomly 
selected. The objectives of the normal k- means 
algorithm are to find the square errors and add them 
by the clustering process in the set of features. In the 
next iteration, it generally changes the distance 
between the cluster centre and the points. This results 
in dividing the closest of the clusters. If the data 
objects that are involved is larger and the density of 
the clusters are similar, then the resultant value can 
be larger. So, in order to reduce the cluster value, the 
clusters can be split in order to change the impacts of 
quality by the process of clustering. Thus the 
algorithm is obtained by the square of some of the 
errors that are resulted from each cluster which is 
constructed by a formula consisting of weights. 

 

 
This algorithm helps to provide a result of clustering, 
which is compact and also will prevent producing a 
large sum while performing the errors of squares. If a 
higher sum is obtained for square errors, it will directly 
increase the weight, which is possible to be achieved 
by increasing the value of weight. The MinMax k 
means algorithm is used to obtain alternative options 
of optimisation to find a solution that is optimal. The 
optimisation value that is obtained as a result denotes 
the largest and the smallest problem of the objective 
function. This algorithm generally offers the benefits 
of improving the accuracy of the results of the 
clustering. However, it has some problems. The 
exponent q, which is already pre-defined in the 
equations as a constant, works as the key constraint of 
the algorithm since it limits the specific indicator that 
can be provided for the selection. For this case, it is 
therefore required to select an appropriate value for q, 
which can be used for the repeated clustering process. 
If the value of the q is quite large, then it can result in 
the high sum of the errors of squares in clustering, 
which will be generated from the points that are 
already far away from the cluster centre. At the same 
time, the low error squared sum that results from the 
clustering may outcome that the instance does not 
belong to the cluster or possible not to the nearby 
location of the cluster centre.
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III. ALGORITHM FOR DETECTING 

MALICIOUS CODE BASED ON K-MEANS 

CLUSTER ANALYSIS WITH ADAPTIVE 

WEIGHTS [3] 

 

A. Malicious Code Feature Extraction 

(1) Analysis of Botnet network behaviour 
 

Botnets are considered a malicious attack that can be 
discovered in the system network and is becoming 
widespread these days. Botnets are used by the 
attackers of the network in order to begin the service 
of DDOS for achieving malicious activities in the 
system. In order to understand the features of the 
behaviour of the botnets, three aspects are required to 
be considered [5]. 

 
i) Original data layer 

 
The traffic from the switch of the network is required 
to exchange in the form of offline packets in the 
original Dara layer. Thus, it required to consider five 
attributes of character which includes the fault 
signals, destination port, destination IP address, source 
IP address and time. 

 
ii) Data processing layer 

 
In this case, the main purpose of the data processing 
layer is the classification of the IP address. The 
network is inspected for the LAN IP address. All the 
suspicious IP address are also recovered based on the 
signal of connection for the determination of the type 
of IP. If any kind of signal failure is obtained, then it 
can be stated that the IP address has an inactive 
external network. Otherwise, the IP address possesses 
an active external network. 

 
iii) IP layer 

 
In this case, the layer characteristics are determined for 
each IP based on the parameter of the connections 
obtained in the data processing layer. The specified 
value of the attribute is used to calculate each in order 
to get the largest eigenvalue. This value represents the 
key characteristics of IP. 

 
(2) Analysis of Trojan network behaviour 

 
In this paper, the behaviour of the web Trojans is also 
examined in the network, which is stated in two 
different layers. 

 
i) Original data layer 

 

A flow of the trojan can be detected while    
crawling through the traffic of data in the device of   
the network by the help of destination port, 
destination IP and source IP. 

 

ii) Data Processing layer 
 

It gives the definition of any particular connection 
based on the flow of connection detected in the 
original data layer. 

 
B. Malicious Code Detection Process 

 
 

Figure 1: Malicious code detection framework 

 

Similar behaviour can be obtained from the features 
with the help of analysis of clustering in order to detect 
malicious network and their technology. The AW-
MMKM algorithm serves the purpose to reduce the 
sum of the weights of the errors of the squares. The 
AW-MMKM algorithm chooses a small random 
quantity of points from the data set to perform the 
calculation of the squared error within the classes [2]. 
It then puts the adaptive weights for each of the 
clusters that are selected on the basis of the size of the 
sum of the errors of squares. Similarly, the 
reallocation of the objects is possible on the basis of 
objects of the distance consisting of weights. In order 
to maximise the difference among the classes, the 
parameters that consist of weights distances are 
utilised. The proposed algorithm is beneficial in 
enhancing the efficiency of the execution of the 
algorithm and also helps in the optimisation of the 
objective function [4]. 

 
Step1: Normalisation of feature 

 
Step 2: Initialising a cluster centre randomly using the 
AW-MMKM algorithm. 

 
Step 3: The size of the feature subset is initialised 
using the AW-MMKM algorithm. 

 
Step 4: The cases are then selected without clustering 
on a random basis. 
  
Step 5: The distance is calculated from the cluster 

 

centre to each of the feature instances in the subset of 
the feature. Then these instances are divided in the  
having the least distance of weights. The calculation of 
these weights is done using series of maximisation   and 
minimisation steps. 

 
 

2021 Recent Trends in Advanced Computing Technologies 

ISBN: 978-93-5473-994-1 RTACT'21
170



 

 

 

Step  6:    The cluster centre is recalculated. 
 

Step 7:   Go to Step 4. The iterative calculation is 
repeated until the maximum number of iterations is 
achieved or any of the cluster centres are calculated for 
the second time. 

 
Step 8: The difference between the squared difference 
is used to represent the new k classes. 

 
Step 9:   Suppose it is found that Dq ≥ Dmax, then the 
value for Dq and Dmax is updated, and the new 
clusters that regenerated are saved. 

 
Step 10:    The normal data set and the abnormal data 
set is classified based on the results of clustering. The 
obtained group of results for abnormal data set helps 
to achieve the goal for the detection of malicious code. 

 
IV. CONCLUSION 

 

The AW-MMKM algorithm works to provide the 
conclusion of detecting the various analysis regarding 
the behaviour of the contents and features of the 
detection of malicious codes. With the help of this 
algorithm, the weighted method can be used to 
measure the distance, which can address the issues 
through the algorithm of K-means in the processing 
of the data in real-time. This algorithm comes with a 
special advantage that it provides high accuracy in 
the analysis as well as the detection analysis is low. 
For improving the performance through this 
algorithm, the adaptive weighted methods are used in 
order to process the large-scale data in real-time, 
which helps to solve the issues of malicious code in 
the system by measurement of weighted distance using 
the K- means clustering. 
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Abstract—COVID-19 has spread rapidly across the world
bring a global pandemic with no feasible cure. COVID-19
detection has been a major task for physicians. The laboratory
tests cause erroneous results and delays which led researchers to
concentrate on another options. Computed Tomography (CT) and
radiological images provides important information for clinical
diagnosis. Deep learning is a method that uses the concept
of human brain to solve complex problems through artificial
neural network that learns from data. The prevailing deep
learning approaches heavily rely on large labelled data sets,
which are hard to acquire in this situation. In our paper, we
use an end-to-end Semi-Supervised architecture (Inception v3)
for the classification of Covid Chest CT Scan Images. Besides,
Long Short-Term Memory (LSTM) is employed to get the axial
dependency and to apply in time series data. We have normal
and Covid based chest CT Scan images that will be passed to the
architecture for the classification of the data. This method can
reduce the need of large labelled CT images, but still be skilled
to get an exact infection detection also to distinguish between
COVID-19 from non-COVID-19 cases.
Keywords: COVID-19, Computed-Tomography, Detection,Semi
Supervised Learning

I. INTRODUCTION

The COVID-19 pandemic has spread over 214 countries and

areas in the world . The aggressive human-to-human spread

of the virus induce worldwide comprehension which conse-

quently forced the nations to take uttermost measures in search

of effective solutions. Out of the current diagnosis solutions,

the real-time Reverse Transcription Polymerase Chain Reac-

tion (rRT-PCR) test is the principal standard for COVID-19

confirmation. This test is mainly done on respiratory samples

obtained from people who have shown clinical symptoms.

However, the pre vailing rRT-PCR solutions have very high

false-positive rates, which leads the presume patients to be

tested several times for achieving conclusive diagnosis. To

efficiently utilize the scarce rRT-PCR resources as well as finer

accuracy in COVID- 19 diagnosis, doctors are also depending

on additional medical imaging technologies.

Analysis of chest CT based on AI for probable COVID-19 di-

agnosis involves multiple steps from image acquisition, image

pre-processing, segmentation, and final diagnosis. Although,

the recent deep learning-based approaches require labelled

datasets to train models. Since this labelling process of CT

scans requires expert knowledge and a significant amount of

time, most of the supervised learning-based models are trained

on a limited amount of data. Fully supervised methods that

are trained on insufficient which affect in their performance.

Therefore, a semi-supervised approach or method is sufficient

for COVID-19 detection from the old So we propose a new

and modern approach to detect COVID-19 in the individual

slices of CT scan with volume level data labels. Convolutional

Neural Network named Inception V3 is proposed that inte-

grates a lung segmentation mask with the corresponding CT

volume and extract spatial features from the CT volume. Fur-

thermore, as a pre-processing, two enhancement approaches

are exploited for improving the accuracy of the model

II. RELATED WORKS

The outburst of COVID-19 in numerous parts of the world

has shocked the whole world and caused several deaths. The

scarcity of RT-PCR testing resources may retard the successive

clinical decision and treatment [1]. Under this condition, chest

CT imaging has becoming a vital tool for the detection of

COVID-19 patients [2]. Various Imaging techniques including

X-ray [3],[4], CT [5],[1],[6], and ultrasound [7],[8] have

been applied for diagnosis of COVID-19. These imaging

techniques can be used with the growing number of deep

learning based COVID-19 detection methods. Commonly, a

preprocessing step like enhancement [9], noise removal [10]

etc. are preceded by deep learning algorithms. The prevailing

deep learning-based diagnosis on CT Scan images is mainly

focused on lung nodules detection for COVID diagnosis. Setio

et al. [11], proposed a nodule detection technique where 2D

patches of the contender nodules in lung CT are pull out

from collective planes. The network consists of various 2D

Convolution Network for each patch and finally the output is

fused to get the final classification. Likewise, Xie et al. [12]

put forward a nodule detection technique enhancing the fast

region-based Convolution neural network [13] with establish-

ment of two region proposal network. The introduced network

concatenates applicable information from the lower layer and

their deconvolution layer to get candidate nodules [14]. For

feature extraction they used VGG16[15]. Also, they integrate

the 3D input data related information that is caused by training

three distinct models on three types of slices and then fused

the results. To bring down the amount of fast positive, ZNET
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(novel architecture) is established that uses two convolution

neural network’s: one for getting candidate nodules and the

other to bring down false positive rates [15]. The success of

such techniques leads to the deployment of several AI-based

approaches for COVID-19 detection [16]. However, the major

part of these techniques relies on fully supervised learning,

both on slice level and volume level. Such methods require

time and resources of experts for data labelling purpose. To

resolve such issues, our proposed framework is relying on

a semi-supervised attention-based network that requires only

volume level data labels.

III. PROPOSED METHOD

Initially the CT images undergo preprocessing, it involves

stochastic enhancement, tone mapping and masking. An ac-

curate image-based disease detection requires high quality

images.To enhance the quality of input image we use two

enhancement techniques, stochastic enhancement and tone

mapping. Stochastic sampling based image enhancement algo-

rithm helps in highlighting the lung tissues and bronchioles in

the CT image. This algorithm analyzes the intensity similarity

between the target pixel and neighboring pixels, which are

categorized by gradient between the neighboring pixel, target

pixel, and their intensity difference. The second technique we

consider for CT image enhancement is through tone mapping.

In certain imaging condition, the linear transformation of CT

images, usually of high dynamic range format to low dynamic

range image formats leads to loss of image details. A combi-

nation of gamma and sigmoidal corrections are used for the

preservation and enhancement of contrast of CT scans, during

image format conversion. Chest CT images contain lung and

non-lung tissues such as bones and fat. Since COVID-19

effects can only be viewed in the lung region, therefore we

use a circular mask to enhance the lung region. The CT scan

images are then fed to the proposed Inception-V3 network for

extracting the spatial features. Inception-v3 is a pre-trained

convolutional neural network .The Architecture creation is

done by adding layers. After extracting the spatial features

from the image, the feature maps are given to the LSTM.It

exploits the axial dependency in the image and convert the

spatial features to spatio-axial features. The resulted spatio-

axial features are fed to the attention layer. Slice attention is

a method that enables the network to focus on the semantic

slices to help in modeling the axial dependencies in the input

image. In addition to LSTM and attention layer, time dis-

tributed layer and dense layer are also added to the architecture

.This architecture will be trained with the vectors obtained

along with the labels and the obtained classifier after training

will be saved as model. This model will be used to classify

the Covid-19 Chest CT scan or Normal Chest CT Scan.

IV. CONCLUSION AND FUTURE WORKS

A. Conclusion

In this paper, a semi supervised deep learning-based net-

work for the detection of COVID-19 has been proposed. The

number of Covid-19 patients are increasing day after day.So

Fig. 1. Proposed Method.

we must need a system which automatically and without

any lag predicts the diseased CT scan hence it makes the

process easier for the Doctors and nurses We use an Inception

V3 architecture for the classification of the Chest CT Scans.

The images in the dataset are preprocessed and features are

extracted. The extracted features are classified on the basis of

Architecture

B. Future Works

More COVID-19 cases will be labeled and added to the

dataset, to demonstrate the strength of our model and to im-

prove the attention. Larger dataset also helps in improving the

data imbalance issue. The stochastic enhancements are applied

to gray scale images, which may result in loss of information

in quantization step. So, further investigation should be done

regarding the application of enhancement on original image.
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